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Introduction

Modern medicine relies increasingly on massive technological solutions to meet the health needs expressed by the population. Drugs, devices, medical equipment along with diagnostic and therapeutic procedures identify an exceptionally broad and diversified concept of "health technology". The advancement of scientific knowledge, combined with the development of skills in the field of medicine, now offer the foundation for seemingly unstoppable technological advancement. With such innovation, we are witnessing increasing development of imaging techniques related to physiological activity. In the last fifty years, attention has focused on the analysis of the behavior of the human body, not at the level of movement or architecture, but under the point of view of its inner functionalities. This remarkable improvement is due to the birth of PET (Positron Emission Tomography) equipment that allows analysis of parameters of physiological interest by detecting the radiation emitted by a radiopharmaceutical injected into the patient’s body, that would otherwise not be accessible and therefore not analyzed.

The data provided by this analysis are of fundamental importance but they have to be selected because only some of them are of interest (the signal acquired needs to be processed). Then it is necessary to correlate the data obtained with the actual, functional mechanism of the area of the body under examination. This is described by the branch of pharmacology called pharmacokinetics, which investigates the kinetics of the processes through which the action of the organism on drugs is carried out (i.e. absorption, distribution, metabolism and excretion). The final goal is to develop useful models to predict the evolution in time of concentrations in plasma and tissue, following the administration of a drug.

To achieve this goal one develops compartmental approaches, which are a type of modeling that combines the use of mathematical equations correlated to physical phenomena occurring in the body parts affected by the radiopharmaceutical. The limitation of this approach is due to the fact that it is necessary to define the type of model suitable to describe the kinetics of the drug in advance. Therefore a new approach was proposed (Cunningham and Jones, 1993; Turkheimer et al., 1994) which identifies the components of data on the radioactivity, without any a priori information on the kinetics of the model and on how the tracer reaches equilibrium or is dispersed. This technique
is known as Spectral Analysis. Spectral Analysis characterizes the systems impulse response function \((h(t))\) as a positive sum of exponentials; Schmidt showed that in many plasma input models the observation that all compartments lead to only positive coefficients is valid (Schmidt, 1999). However, it is straightforward to deduce that for reference tissue input models negative coefficients can be encountered and that the Spectral Analysis approach is not valid (Gunn et al., 2001). In this thesis we will refer to plasma input models, so it will be possible to work with the Spectral Analysis technique; this transparent modeling technique has application to a wide range of PET radiotracers but the emphasis in this thesis is for the tracer \(^{11}\text{C}\)WAY100635, which is a selective antagonist with affinity and selectivity for serotonin 5–HT\(_{1A}\) receptors. The analysis of the tracer was performed both at region of interest level and at voxel level plus, to extract the useful information from the data, different approaches were used.

Despite the great advantage of not requiring \(a\ priori\) information, there are some aspects of the Spectral Analysis technique which, if they are not studied with particular attention, may lead to inaccurate results. First of all it has been demonstrated that the choice of the grid, on which the linear Spectral Analysis relies its basis to be solved with a linear estimator, is critical for the goodness of the results obtained (Turkheimer et al., 1994). Secondly, this technique can be heavily affected by the presence of noise in the data. Observing that this technique permits obtaining results very close to those obtained with the non linear analysis, which when the analysis is performed at voxel level it becomes inadequate for its computational cost and for its high rate of failure, the goal of this thesis is the definition of a new linear method capable of improving the existent linear Spectral Analysis.

The methodologies studied are oriented specifically to the improvement of the grid that, as previously stated, make it possible to estimate the parameters of the model using a linear estimator. What is proposed is the automatic creation of grids that will be customized for the input data. This should led to a more robust method of analysis.

A Matlab\textsuperscript{®}’s environment was utilized to implement these concepts. The following sections illustrate the theoretical basis necessary for conducting this study, the various steps executed for the implementation and the results obtained. Some comparisons between the new methods and the methods already existing (linear and non linear Spectral Analysis) are then proposed and proven. The goal is to verify the plausibility of new methods and their eventual ability to provide superior results from those found in literature.
Chapter 1

PET: Positron Emission Tomography

One of the most important imaging systems that has been created in the last fifty years for the use in biomedical researches and clinical applications is the PET scanner (part of those non optical systems that map object properties associated with invisible radiation into visible images). This particular system makes use of the electromagnetic spectrum capturing gamma rays and providing an extension to the range of vision into the realm of object properties that are totally inaccessible to natural, unaided vision.

Examples of these properties are the local value of blood volume, the tissue metabolism, the receptor binding, all of which can be obtained from images of the distribution of an administered radiotracer. In the case of PET analysis, it is the spatiotemporal distribution in vivo of the radioactive material that is imaged; it may be described by the local concentration of the material averaged over the observation period. This is possible today thanks to the advance in digital computer technology: now one can deal with any image as an array of numbers and make quantitative measurements of object properties from their images.

It has just been said that PET images can represent the spatial distribution of parameters such as glucose metabolism (Reivich et al., 1979), blood flow (Kety, 1951) and receptor concentration (Mintun et al., 1984); for this reason this imaging system can be used to detect tumors, locate areas affected by disease and identify regions influenced by drugs. This method is identified as a functional imaging approach to distinguish it from methods that study the structure of the body, intended as the architecture (some examples are conventional radiography, computed tomography (CT) and magnetic resonance (MR) imaging systems); this form of imaging, the functional one, is the result of the union of two basic principle: the tracer principle (Hevesy, 1962) explains how it uses the gamma-ray emission and the tomography that refers to the volumetric imaging of the body’s interior. The tracer principle
explains how radioactive compounds behave exactly in the same way as non-radioactive materials when speaking of an organism’s physiological process. Thus, radioactive materials can be detected as they emit gamma rays, they can be used to track the flow and distribution of different substances in the body. The agents, used to create the images, are called radiopharmaceuticals or radiotracers and they can be designed to function as markers for a large variety of substances that participate in the body’s natural processes.

1.1 How it works

Figure 1.1 provides a schematic representation of the steps made to obtain a PET image. It shows that there is an annihilation process during which two photons are emitted in diametrically opposite directions. The PET registers these photons as soon as they arrive at the detector ring. After this step, the data is forwarded to a processing unit which decides if two registered events are, so-called, coincidence event. All coincidences are then sent to the image processing unit where the final image data is produced by mathematical reconstruction procedures.

Figure 1.1: Diagram of a PET acquisition process
1.1. HOW IT WORKS

1.1.1 Radiopharmaceutical production

The first thing that is needed in a PET study is the radiotracer: it must be appropriate for imaging the disease (or the physiological process) in question and it needs to be produced. A limitation of this imaging system is due precisely to this last observation, in fact most of the positron-emitting radioisotopes have a short half-life and need to be produced using a cyclotron in close proximity to the PET imaging facility.

A radiotracer is a radioactive isotope that replace a stable chemical element in a compound or, more specifically, into a biologically active molecule, such as glucose (or its analogues), water, ammonia or into molecules that bind receptors or other sites of drug action, normally used by the body. The typical isotopes that are used in this kind of studies are those with short half-lives such as $^{11}C$ ($\sim$20 min), $^{13}N$ ($\sim$10 min), $^{15}O$ ($\sim$2 min), and $^{18}F$ ($\sim$110 min). It is important to notice that any kind of molecule can be radiolabeled with a PET isotope; this implies that we can trace the biological pathway of any compound in living humans (specific processes that can be tested with PET are then virtually limitless).

1.1.2 Administration of radiotracer and data acquisition

The next step is the introduction of the radiotracer into the body; usually this is done by injection but sometimes can be done by inhalation (it depends on the radiotracer and on the purpose of the exam). Speaking of the dose of radiotracer that can be used there are two limitations to take on account: the first that impose a safety limit on the dose so the internal organs won’t be exposed to a dangerously high radiation (Budinger, 1998) and the second that there is an inner limit of the scanner, it is not able to detect information over a certain count/rate. The time lapse between the administration of the radiotracer and the beginning of the acquisition has to be established accordingly to the purpose of the study and the type of tracer used.

The theory behind the acquisition of the data is that at a certain moment (that can be precisely known) the radioisotopes distributed inside the body start their decay process and emit positrons (positive beta decay). A positron is a form of antimatter; it has the same mass as an electron but an opposite charge. When a positron encounters an electron the two completely annihilate and release energy; in order for this to occur the positron must travel into the surrounding tissue, losing kinetic energy until it reaches a velocity that allows it to interact with the electron. This interaction produces a pair of gamma photons, that are anti-parallel (emitted at 180° relative to one another) and so move in opposite directions.

After this, those photons travel through the tissue since they reach the scintillator where the incident ones strike the surface called photocathode; here, due to the photoelectric effect, there is an emission of electrons. Following
their passage through the scintillator, they lose energy and excite other electrons in the process, that decay back to their ground state and give off light. The scintillator is coupled to a photomultiplier tube (PMT) which generates an electrical signal when light hits it. Then there is an electronic circuit that allows one to determine the position the crystal has undergone with scintillation. The last circuit permits recognition of the energy of the incident radiation, to select the signals that are useful to reconstruct the image and to localize the precise coordinates of the point where the event took place.

1.1.3 Image reconstruction

The next necessary step is to reconstruct the image starting from the projection data acquired; the PET machine provides a list of events that took place at almost the same time (the timing window allowing to affirm that two events are coincident is typically assumed to be of a few nanoseconds) and so have been registered by a pair of detectors in the same Line Of Response (LOR), a straight line of coincidence. With this data it is possible to obtain the sinograms, groups of projection images organized by the angle of each view and inclination (when required).

Algorithms of reconstruction can be principally of two types:

- **analytic strategies**: The approach used with higher frequency is based on the filtered backprojection (FBP) principles, or its modification (Ollinger and Fessler, 1997). It is based on the inversion of the Radon transform through the central slice theorem (Deans, 1983); it has the advantage of speed, since it operates linearly on the data but it has two main disadvantages. The first is that statistical noise in the data manifests as high-frequency components and, since it uses the ramp filter, it amplifies high-frequency components in the back-projection, so the process of FBP amplifies noise in the image. The second is that the images produced are of a poor quality. This poor quality is due to the fact that it doesn’t use the information about the spatially-variant response and it treats the measurement noise in a post-hoc manner.

- **iterative statistical methods**: Two of the main examples of this approach are the maximum likelihood —expectation maximization (ML—EM) (Shepp and Vardi, 1982) and the maximum a posteriori (MAP) (Hebert and Leahy, 1989) algorithms. Those methods are based on models that describe the physical systems and the statistics of the measurements, giving the possibility to improve the performance of the bias-variance.

Once PET machines were designed with a single ring of detector and this was a limitation because it didn’t allow acquisition of data from other planes. Today PET systems are composed of multiple rings: any ring create a tomographic image of the correspondent plane and assembling all the images
1.1. **HOW IT WORKS**

Together it is possible to reconstruct a 3D distribution of the radiotracer in the organ under study. Data can be reconstructed utilizing two approaches:

- **2D**: There are partitions of lead or tungsten that are interposed between the different rings of crystal, that allow coincidences to be registered only between detectors situated on the same ring or on rings very near to the other one.

- **3D**: There is no requirement for any type of partitions and so coincidences can be detected from any combination of rings, this allows reconstruction of the entire volume.

One problem of the 2D approach is that the partitions create a shadow effect that implies a reduction of over 50% of the events that are truly utilized. The other approach, where the partitions are removed, allows the utilization of a higher number of LOR, increasing the sensitivity to true coincidences but making the system more sensitive to the effects of scatter and random coincidences (it detects scatter photons with an higher angle of deviation). True coincidences occur when both photons from an annihilation event are detected by detectors in coincidence, scattered coincidences are those in which at least one of the detected photons has undergone one Compton scattering event prior to detection and random coincidences occur when two photons, not arising from the same annihilation event, are incident on the detectors within the coincidence time window of the system (Figure 1.2 represents these three types of coincidences). Another limitation of this last method is that increasing the FOV (Field of View) for single events it also increase the sensitivity to random events.

![Figure 1.2: Types of coincidences in PET](image-url)
1.1.4 Image analysis

The amount of data collected from thousands of coincidence events allows reconstruction of the total activity for each voxels (a volume element) and so obtain a map of radioactivity as a function of space distribution. A computer uses the data obtained to create multi-dimensional (normally 3-dimensional volumetric or 4-dimensional time-varying) images that show the distribution of the radiotracer in the part of the body under study. PET studies can be categorized by the manner in which time variations of the radiotracer distribution are treated in the data-acquisition process, and the type that we are going to analyze is a dynamic study, which aims to capture the radiotracer distribution as a function of time.

1.2 Applications

PET imaging systems have assumed a fundamental role in many clinical applications in different fields of interest, like for example cardiology, oncology and almost every neurologic disease or disorder (Volkow et al., 1996). The study of physiological parameters and their pathological variation has been carried out also to investigate brain function in normal volunteer with the goal of developing experimental models for various human diseases, studying the in vivo pharmacokinetics of drugs and the efficacy of disease treatment.

Concerning the brain, which is the organ of interest for our work, we can see that the application of PET images is wide; this type of analysis is part of the broader discipline called neuroimaging (Nilsson and Markowitsch, 1999). The advent of sophisticated radiotracer, that can be specifically targeted, has enabled us to study the biochemistry of the brain in terms of blood flow, oxygen, glucose metabolism and many other parameters, and to also study tissues of the working brain. These measurements reflect the amount of brain activity in the various regions of the brain and, thanks to an improved resolution, it permits to study precisely which area of the brain is activated by a particular task. This is still limited from the fact that the radioactivity decays rapidly permitting one to monitor only short tasks (Nilsson and Markowitsch, 1999).

As previously stated, PET scanning is used for the diagnosis of brain disease and, in particular, it has notable use in brain tumors, strokes and neuro-damaging diseases which cause dementia. All those diseases have a thing in common: they cause changes in brain metabolism which in turn causes detectable changes in PET scans. This is one of the reasons why in early cases of certain dementias PET is more useful than CT and MRI in which there are too few differences in brain volume and gross structure to detect any differences from the normal subject (Pietrzyk et al., 1996).
Chapter 2

I/O Quantitative methods

When speaking of tracer kinetic modeling there are two main approaches, which return biological based parameter estimates, that can be taken in consideration:

- *The model-driven approaches:*

  Different model-driven approaches have been proposed over the years (Kety, 1951; Sokoloff et al., 1977; Phelps et al., 1979; Gunn et al., 2001) and they use a particular compartmental structure to describe the behavior of the tracer and allow for an estimation of either micro or macro system parameters. In order to interpret the observed PET data over time, it has been assumed that there are physiologically separate pools of tracer substance known as *compartment*. A compartment is characterized by one variable, the concentration of the tracer in it, which is described as a function of time. These parameters are defined by ordinary differential equations which show the equilibrium between the input quantity and the output quantity for each compartment. Solving these equations it is possible to obtain the quantities of interest for our study. In the studies that have been done with PET systems, the models that described the activity of the tracers were in many cases with one, two or three compartment (Gunn et al., 2002). In many cases, the model’s input function was assumed to be the measured blood curve or, with other words, the concentration of the radiotracer in the blood as a function of time. With the right assumptions it is possible to calculate the output of the model and make a comparison with the data obtained by the PET system. This comparison will result in an estimate of the kinetic parameters and, with it, it will be possible to extract information about delivery, binding or any process that is still unknown, or not completely known.
• The data-driven approaches:

Data-driven analysis, on the other hand, require no \textit{a priori} decision about the most adequate model structure (and the connections between the different compartments); instead, this information, is obtained directly from the data. This permits to avoid problems like for example if the data for all subjects should be forced into a single model, equal to all, or if every subject should be modeled upon the fit of their own plasma concentration data (Nilsson and Markowitsch, 1999). Some examples of these methods are graphical approaches such as the Patlak and Logan plots (Logan et al., 1990; Patlak et al., 1983), Spectral Analysis (Cunningham and Jones, 1993; Turkheimer et al., 1994) and Basis Pursuit method (Gunn et al., 2002)

Let us examine, with more detail, the second approach by referring specifically to the Spectral Analysis technique, that is a powerful tool for the detection of components in PET dynamic data. In the early ’90s, Cunningham and Jones (Cunningham and Jones, 1993) developed a new technique able to identify the components in PET tissue radioactivity data without requiring any prior assumptions, like for example information about the kinetic model or the tissue equilibration or the product loss. Because the technique provides a spectrum of the kinetic components in the data, it has been called "Spectral Analysis" (Turkheimer et al., 1994). Spectral analysis is applicable to heterogeneous as well as homogeneous tissues and, despite the fact that it has been created to determinate local metabolic rate of glucose in the brain, it is now applicable to a wide range of tracer compounds and so to a large number of different physiological systems (Schmidt, 1999).

It is possible to observe that kinetic modeling techniques are used to estimate biological parameters by fitting a mathematical model to the time-activity curve (TAC) either for an anatomical region of interest (ROI) drawn on the image or otherwise for each image voxel. Calculations at the voxel level combined to the classical non linear least-squares (NLS) is impractical because the computational speed is not adequate (Feng et al., 1995) and convergence of the global optimum may be problematic at high noise levels typical of pixel time-course (Maltz, 2002). For these reasons are now presented both approaches, linear and non linear SA, in terms of model equations and parameters estimation.

2.1 Linear Spectral Analysis

The linear spectral analysis technique allows the description of the radioactivity curve in the tissue in terms of a subset of kinetic components. Instead of basing it on the \textit{a priori} definition of a kinetic model and on the non linear least-squares algorithms to estimate the parameters, this new approach describes the measured data by choosing, from a large set, a linear combination
of components. The larger set is chosen in order to cover the range of possible components that may be detectable in the data. To relate the system under consideration to an appropriate compartmental model, the set is composed by convolution integrals of the input function with decaying exponentials (see Equation (2.1)). This allows use of the compartmental model for interpreting the kinetic data and the estimation of the parameters of interest (Turkheimer et al., 1998).

2.1.1 Equations and parameters

In most kinetic models used with PET tracer, the exchange of material among different compartments is assumed to follow a first-order kinetics. What happens is that the tracer delivered to the tissue, exchanges, by the arterial blood, with one or more components and there can be an exchange of material between different components as well. The model in the linear SA for the total concentration of the tracer in the tissue can be written as the convolution integral:

\[
C_T(T) = \sum_{j=1}^{n} a_j \int_{0}^{T} C_p(t)e^{-b_j(T-t)} \, dt
\] (2.1)

where \(C_T(T)\) is the tissue activity at time \(T\), \(C_p(t)\) denotes the plasma concentration (\(t\) minutes after injection of tracer), \(n\) is the number of compartments in the tissue, and \(a_j\) and \(b_j\) are the parameters describing exchange of tracer among the compartments, the values of which have to be estimated. \(a_j\) and \(b_j\) are assumed to be positive or zero; this constrain derives from the assumption that we are dealing with first-order tracer kinetics (Turkheimer et al., 1998).

The estimation problem is nonlinear in the parameters \(b_j\) but, fixing their number, i.e. \(N = 100\), and their value, we can build the same number of basis functions

\[
f_j(T) = \int_{0}^{T} C_p(t)e^{-b_j(T-t)} \, dt, \quad j = 1, 2, ..., N
\] (2.2)

and with them obtain a linear estimation problem that can be solved in the linear coefficients \(a_j\). The model, therefore, becomes

\[
C_T(T) = \sum_{j=1}^{N} a_j f_j(T)
\] (2.3)

where the mathematical process now consists of estimating the \(N\)-vector \(\mathbf{a} = [a_1, a_2, ..., a_N]\). We can observe that if the basis function \(f_j(T)\) is not included in the model the relative coefficient \(a_j\) is zero.

The selection of the best set of exponents \((b_j)\) consists of choosing an upper and a lower bound for the values of \(b_j\), as well as their distribution within the chosen interval. The distribution which is commonly used is the one suggested
by DiStefano (DiStefano, 1981)(used also in part of this work) and it is given by

\[ b_j = \frac{1}{\tau_j}, \quad \tau_j = \tau_{j-1} \left[ \frac{\tau_N}{\tau_1} \right]^{1/(N-1)} \quad (2.4) \]

where \( \tau_1 \) is the fastest time constant of the distribution, \( \tau_k \) is the slowest, and \( N \) is the number of the points in the distribution. Generally speaking we can affirm that the equilibrating component of tissues with very high rates of efflux and/or metabolism, i.e., \( b_j \to \infty \), may become indistinguishable from the plasma compartment itself. That is,

\[ \int_0^T C_p(t) e^{-b_j(T-t)} \, dt \to \frac{1}{b_j} C_p(T) \quad (2.5) \]

as \( b_j \) becomes large. On the other hand, compartments that are equilibrating very slowly may become indistinguishable from the integrated plasma activity, i.e.,

\[ \int_0^T C_p(t) e^{-b_j(T-t)} \, dt \to \int_0^T C_p(t) \quad (2.6) \]

as \( b_j \to 0 \). The last component can be considered the "low-frequency" one because it accounts for the irreversible trapping of the tracer. There are components that assume intermediate values of \( b_j \), "intermediate frequency", which reflect the extravascular activity of the tracer (Turkheimer et al., 1998).

Returning to the equation of the total concentration of the tracer (Eq. (2.3)), one notices that, due to the impossibility of continuous time measurements of the concentration, the equation for \( C_T(T) \) is replaced by the discrete time counterpart. If the tissue data are sampled at times \( t_1, t_2, ..., t_M \), the model equation becomes:

\[ C_T(t_k) = \sum_{j=1}^N a_j f_j(t_k), \quad k = 1, 2, ..., M \quad (2.7) \]

where \( M \) is the number of data points (frames). It is now important to be aware of the fact that measured tissue concentrations always includes noise, or errors in the measurements; if \( X(t_k) \) represents the measured tissue concentration at time \( t_k \), and \( \epsilon_k \) is the error in the measurement, we have

\[ X(t_k) = C_T(t_k) + \epsilon_k = \sum_{j=1}^N a_j f_j(t_k) + \epsilon_k \quad (2.8) \]

(the errors are assumed to have zero mean). Estimation of the vector \( a \) is usually carried out with the non-negative least squares (NNLS) algorithm: for a given set of weights, \( w_k \), the NNLS determines the linear coefficients that minimize

\[ \| r(a_1, a_2, ..., a_N) \|^2 = \sum_{k=1}^M \left[ \frac{X(t_k) - C_T(t_k)}{w_k} \right]^2 \quad (2.9) \]
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where $r$ is the residual vector and the constrain $a_j \geq 0, j = 1, 2, ..., N$ still exists. The result of minimization of that is a $N$-vector of estimated coefficients $\hat{a} = [\hat{a}_1, \hat{a}_2, ..., \hat{a}_N]$ which usually contains only a few values different from zero.

Components detected with spectral analysis can be combined to obtain parameters of physiologic interest. We will use, as proposed by Cunningham et al. (Cunningham et al., 1993), the detected components $(\hat{a}_j, b_j)$ to obtain an estimate of the impulse response function $(h(t))$ of the tissue:

$$\hat{h}(t) = \sum_{j=1}^{N} \hat{a}_je^{-b_jt}$$  \hspace{1cm} (2.10)

From this equation, the parameters $K_1$, the unidirectional clearance of tracer from blood to tissue, and $V_d$, the volume of distribution of the tracer in tissue relative to blood, were determined as:

$$K_1 = h(t = 0) = \sum_{j=1}^{N} \hat{a}_j$$  \hspace{1cm} (2.11)

$$V_d = \int_{0}^{\infty} h(t) dt = \sum_{j=1}^{N} \hat{a}_j/b_j$$  \hspace{1cm} (2.12)

(Turkheimer et al., 1998).

This method shows both advantages and disadvantages. It is capable of fitting well the data and, using a linear estimator, is really fast computationally speaking. But it has some problems too: the first limitation is the requirement of imposing non-negativity constraints on the parameters $a_j$. Secondly, to the $a_j$ which show very poor precision, it rises their values and even if one can improve the estimation by using new grids of $b_j$ to avoid line doubling, some bias may occur in any case. This because the "true" $b_j$ is not necessarily the arithmetic mean of the doubled line eigenvalues (Bertoldo et al., 1998). So it can be heavily penalized by the choice of the grid and by the noise in the data.

2.2 Non Linear Spectral Analysis

In this work the nonlinear approach has been implemented both as a reference method and as the starting point for the implementation of a new method.

2.2.1 Equations and parameters

The model in the NLSA (Non Linear Spectral Analysis) for the total concentration of the tracer in the tissue can be rewritten as for the linear SA (see Eq. (2.1)) and then solved with a non linear estimator. This approach is proposed by revisiting the classical SA as an exponential impulse response
identification problem. From compartmental theory it is known that the coefficients of the impulse response do not have to be positive, so the restriction that $a_j$ have to be positive is not necessary (Carson et al., 1983). Then since SA doesn’t want to impose any structure but has the aim of finding the number of exponential components of the system impulse, also the definition of the grid is unnecessary. This new approach proposes to estimate the number of exponentials necessary for the impulse response

$$h(t) = \sum_{j=0}^{N} a_j e^{-b_j t} \quad (2.13)$$

to develop a good fit to the data; this can be obtained by using models of increasing order and, once that all the parameters have been estimated, one can choose the best one by using criteria of parsimony and other considerations.

In this work the models tested are the following, where the term $V_b$ (unitless) accounts in the brain data for the vascular volume present in the tissue ROI and the term $C_b(t)$ for the whole-blood time activity (kBq/ml):

- model with only trapping component
  
  $$C_i(t) = V_b C_b(t) + a_0 \int_0^t C_p(\tau) d\tau \quad (2.14)$$

- one-exponential model
  
  $$C_i(t) = V_b C_b(t) + a_1 \int_0^t C_p(\tau)e^{-b_1(t-\tau)} d\tau \quad (2.15)$$

- one-exponential model plus trapping component
  
  $$C_i(t) = V_b C_b(t) + a_0 \int_0^t C_p(\tau) d\tau$$
  $$+ a_1 \int_0^t C_p(\tau)e^{-b_1(t-\tau)} d\tau \quad (2.16)$$

- two-exponential model
  
  $$C_i(t) = V_b C_b(t) + a_1 \int_0^t C_p(\tau)e^{-b_1(t-\tau)} d\tau$$
  $$+ a_2 \int_0^t C_p(\tau)e^{-b_2(t-\tau)} d\tau \quad (2.17)$$
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- two-exponential model plus trapping component

\[ C_i(t) = V_b C_b(t) + a_0 \int_0^t C_p(\tau) d\tau \]
\[ + a_1 \int_0^t C_p(\tau) e^{-b_1(t-\tau)} d\tau \]
\[ + a_2 \int_0^t C_p(\tau) e^{-b_2(t-\tau)} d\tau \]  
(2.18)

- three-exponential model

\[ C_i(t) = V_b C_b(t) + a_1 \int_0^t C_p(\tau) e^{-b_1(t-\tau)} d\tau \]
\[ + a_2 \int_0^t C_p(\tau) e^{-b_2(t-\tau)} d\tau \]
\[ + a_3 \int_0^t C_p(\tau) e^{-b_3(t-\tau)} d\tau \]  
(2.19)

For each model it has been assumed the same input function and the parameters were estimated by weighted non linear least squares (WNLLS); weights were chosen optimally as

\[ w_k = \frac{\Delta t_k}{C_i^{\text{obs}}(t_k)} \]  
(2.20)

where \( \Delta t_k \) is the length of the scanning interval and \( C_i^{\text{obs}}(t_k) \) is the description of each tissue activity curves, defined as follow:

\[ C_i^{\text{obs}}(t_k) = C_i(t_k) + e(t_k), \quad k = 1, 2, ..., M \]  
(2.21)

where \( t_k \) is the midscan time, \( e(t_k) \) is the measurement error at time \( t_k \), and \( M \) is the number of data points (frames). So, the cost function that has to be minimized is

\[ WRSS(p) = \sum_{k=1}^{M} w_k \left[ C_i^{\text{obs}}(t_k) - C_i(p, t_k) \right]^2 \]  
(2.22)

with \( WRSS \) that denotes the weighted residual sum of squares, \( w_k \) is the weight of the \( k \)th datum and \( p \) is the vector of unknown model of dimension \( P \). The measurement error was assumed to be additive, uncorrelated, Gaussian, zero mean and with a variance equal to

\[ \sigma^2(t_k) = \gamma \frac{C_i^{\text{obs}}(t_k)}{\Delta t_k} \]  
(2.23)
where $\Delta t_k$ is the length of the scanning interval relative to $C_{i, \text{obs}}(t_k)$ and $\gamma$ is an unknown proportionality constant. The scale factor $\gamma$ was estimated \textit{a posteriori} as

$$\gamma = \frac{WRSS(\hat{p})}{M - P}$$

(2.24)

where $WRSS(\hat{p})$ is the value of the cost function evaluated at the minimum, i.e., for $p$ equal to the vector of estimated model parameters $\hat{p}$. With this new SA model it was possible, in an easy way, to obtain also the precision (or uncertainty) of the parameter estimates calculated in the form of Coefficient of Variation (CV) as

$$CV = 100 \frac{\sigma(\hat{p})}{\hat{p}}$$

(2.25)

where $\sigma(\hat{p})$ is the standard deviation defined as the square root of the variance of the estimates of the parameters, calculated \textit{a posteriori}. The residuals and the weighted residuals have also been calculated because they allowed us to check two things: that the model describes the data correctly and that the assumptions made on the measurement error (i.e. zero mean and uncorrelated samples) are verified; at time $t_k$ these parameters are defined as:

$$\text{res}(t_k) = C_{i, \text{obs}}(t_k) - C(\hat{p}, t_k), \quad k = 1, ..., M$$

(2.26)

$$\text{wres}(t_k) = \frac{C_{i, \text{obs}}(t_k) - C(\hat{p}, t_k)}{\sigma(t_k)}, \quad k = 1, ..., M$$

(2.27)

Then the Akaike Information Criterion (AIC) was evaluated, as a parsimony criterion useful to compare different models. Its definition is:

$$AIC = M \cdot ln(WRSS(\hat{p})) + 2P$$

(2.28)

Also this method have advantages and disadvantages; it gives informations about the model that better describes the data but it requires a non linear estimator that makes the time of computation inadequate for the analysis at voxel level. It has also an high tax failure rate since convergence of the global optimum is problematic at high noise levels.
Chapter 3

Novel approaches to improve I/O model performances

The goal that this study wants to achieve is to propose new methods capable of overcoming the limitations of the existent methods. Since it is not possible to use non-linear approaches when the analysis has to be done at voxel level, for the computational time necessary and for the high failure rate, the linear approaches are the only possible choice. The existent linear SA approach presents high sensitivity to the noise and its results are really dependent on the grid that has been defined. Are now proposed four alternative methods having the purpose of making the existent SA more robust, improving the results at voxel level.

3.1 SA with impulse response linearized

The first idea that we tried to develop was based on the linearization of the impulse response

\[ h(t) = \sum_{j=0}^{N} a_j e^{-b_j t} \quad (3.1) \]

using the Series of Taylor. This mathematic tool is a representation of a function as an infinite sum of terms that are calculated from the values of the function’s derivatives at a single point:

\[ \sum_{n=0}^{\infty} \frac{f^{(n)}(a)}{n!} (x - a)^n \quad (3.2) \]

where \( n! \) denotes the factorial of \( n \) and \( f^{(n)}(a) \) denotes the \( n \)th derivative of \( f \) evaluated at the point \( a \). We sought to obtain models (starting from the easiest model with one convolution term and arriving to the more complex model with
two or three convolution terms) solvable with linear least of squares. Once estimated the parameters $a$ and $b$, we would take advantage of the information given by the $b$ values by defining a new grid, that can be specifically constructed around the expected value for that voxel.

The reasons why we wanted to linearize the model in the first instance are that we couldn’t afford the analysis at voxel level, computationally speaking, with the nonlinear approach and also because with this method the convergence of the global optimum may be problematic at high noise levels typical of pixel time-course. Then, the reason why once that we obtain the parameters with the linear estimation we wanted to modify the grid, instead of using them directly as parameters of the model, is that the linear method performance shows poor results at high noise levels (i.e. as is typical for the TACs derived for each single voxel). Knowing that the choice of the grid can heavily penalize the final results, the best choice was to find a way of defining the grid based on a priori information.

The calculations performed are the following:

- We started with the easiest model with just one convolution term: $h(t) = a_1 e^{-b_1 t}$, its development with the series of Taylor approximated at the second order around the point $t = 0$ is: $a_1 - a_1 b_1 t + a_1 b_1^2 t^2 = A - B t + C t^2$. The model that needs to be estimated with the Spectral Analysis method is: $C_T = h(t) * C_p(t)$ that becomes:

$$C_T = \begin{bmatrix} A \\ B \\ C \end{bmatrix} \begin{bmatrix} \int C_p(t) \\ -C_p(t) * t \\ C_p(t) * t^2 \end{bmatrix}$$

Using the linear least squares it is possible to estimate the observable parameters $A$, $B$, $C$ from which it is possible to derive the parameters of the model:

$$\begin{cases} A = a_1 \\ B = a_1 b_1 \\ C = a_1 b_1^2 \end{cases} \rightarrow \begin{cases} a_1 = A \\ b_1 = B/a_1 \end{cases}$$

The model linearized in this way is a priori identifiable.

- The second model that we tried to linearize was one with one convolution term plus the component of trapping; the impulse response is: $h(t) = a_0 + a_1 e^{-b_1 t}$ which becomes $a_0 + a_1 - a_1 b_1 t + a_1 b_1^2 t^2 = A - B t + C t^2$ after the linearization. The model that requires estimation this time is:

$$C_T = \begin{bmatrix} A \\ B \\ C \end{bmatrix} \begin{bmatrix} \int C_p(t) \\ -C_p(t) * t \\ C_p(t) * t^2 \end{bmatrix}$$

Using the liner least squares it is possible to estimate the observable parameters $A$, $B$, $C$ from which it is possible to derive the parameters...
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of the model:

\[
\begin{cases}
A = a_0 + a_1 \\
B = a_1 b_1 \\
C = a_1 b_1^2 \\
\end{cases}
\rightarrow
\begin{cases}
b_1 = C/B \\
a_1 = B/b_1 \\
a_0 = A - a_1 \\
\end{cases}
\] (3.6)

Also this model, linearized in this way, is \textit{a priori} identifiable.

- When we linearized the model with higher complexity, that is the one with two convolution terms \( h(t) = a_1 e^{-b_1 t} + a_2 e^{-b_2 t} \), we needed to use the series of Taylor approximated at the third order (always around the point \( t = 0 \)); the result is

\[
a_1 \left[ 1 - b_1 t + b_1^2 t^2 - b_1^3 t^3 \right] + a_2 \left[ 1 - b_2 t + b_2^2 t^2 - b_2^3 t^3 \right] = A - B t + C t^2 - D t^3.
\]

The model becomes:

\[
C_T = [A \ B \ C \ D]
\]

\[
\begin{bmatrix}
\int C_p(t) \\
-C_p(t) * t \\
C_p(t) * t^2 \\
-C_p(t) * t^3
\end{bmatrix}
\] (3.7)

Also in this case it is possible to estimate the observable parameters \( A, B, C, D \)

\[
\begin{cases}
A = a_1 + a_2 \\
B = a_1 b_1 + a_2 b_2 \\
C = a_1 b_1^2 + a_2 b_2^2 \\
D = a_1 b_1^3 + a_2 b_2^3
\end{cases}
\] (3.8)

and from these estimated parameters it is possible to obtain the kinetic micro-parameters (equations not presented).

Despite that the linearized models are \textit{a priori} identifiable, a short simulation (not presented) demonstrated how is not possible to properly describe a decaying exponential function with a Taylor series approximation. Thus, we decided not to proceed with this method and tried other approaches.

3.2 SA with prior from ROI

As a second alternative approach, we chose a hierarchical approach, in which the image is clustered into \( K \) clusters then, on the curves obtained, we applied the non linear Spectral Analysis thus obtaining the optimal model and estimates for the parameters \( a_j \) and \( b_j \). At this point we decided to keep the dense grid of beta (number of \( b = 100 \)), as in the original version, but imposing \textit{a priori} information on the exponents, obtained with the nonlinear SA. This method relies then on the hypothesis that the parameter estimates derived at cluster level are representative of the expected model parameters values of the voxels composing the cluster itself.

The first step was the implementation of a clustering on the PET image; the meaning of which was to use functional information, instead of anatomical,
to segment the image, allowing us to obtain kinetically homogeneous regions. The algorithm chosen to define the clusters was the K-Means partitioning method (MacQueen, 1967), implemented using the Euclidean distance as a metric to separate the TACs (Time Activity Curve) into different clusters. The algorithm is based on the principle of maximizing the distance between the various clusters and to minimize the variance within each cluster. It consists of the following steps:

1. Place K points into the space represented by the objects that are being clustered; these points represent initial group centroids.

2. Assign each object to the group that has the closest centroid.

3. When all objects have been assigned, recalculate the positions of the K centroids.

4. Repeat Steps 2 and 3 until the centroids no longer move; this produces a separation of the objects into groups from which the metric to be minimized can be calculated.

Matlab provides a function that allows to implement this method (kmeans) and gives the opportunity of specifying many parameters, like:

- The data: we first tried to use the TACs but the result was not physiologically corrected, so instead of passing the TACs directly to the kmean, we passed to it some parameters that represent the TACs: we chose the area under the curve (AUC) and the slope from the peak to the midpoint (where the middle point is the point at the time in the middle between the time of the peak and the end time);

- The number \( K \) of clusters: we use \( K = 8 \) because we were able to describe all significantly different kinetics within the brain;

- The number \( n \) of replicates: this number, we chose \( n = 5 \), indicates that the algorithm has to repeat the clustering \( n \) times with different starting points and choose the replica where it benefits from the best cost function’s minimization;

- The type of distance: in this work we chose the Euclidean distance to measure the distance between each element of the ”population”;

- The maximum number \( i \) of iterations: this number, fixed in our work at the value \( i = 200 \), indicates the maximum number of iterations that the algorithm can compute.

The function gave as results a vector that for each voxel associates a number that identifies the cluster to which it has been assigned and also a matrix
that contains the medium trend of each cluster. Figure 3.1 shows the kmeans clustering where each color is representative of one cluster.

![Reconstruction of the slice showing the division on cluster](image)

**Figure 3.1: Slice 45: Image showing the 8 different clusters**

Once we obtained the TACs that correspond to the centroid of the eight clusters, we implemented the nonlinear SA (explained in the previous chapter, section 2.2) in order to obtain parameters that better describe those curves. The method tested all the six models previously presented and then, based on parsimony criterion (AIC), best fit and best coefficient of the estimates, we decided which one gave the best result for each curve. With the $b$ estimated and their standard deviations (SD) we built 8 new grids of 100 elements: the idea for constructing each grid was to generate two Gaussian distribution, one with mean equal to the value of $b_1$ specific of the cluster under study and standard deviation equal to its SD, composed by 50 elements. The second with mean equal to the value of $b_2$ and SD equal to that obtained for the parameter on that cluster, with the remaining 50 elements (the example for one cluster is shown in Figure 3.2).
In this way grids were generated densely distributed around the values that should give the best fit of the data. The procedure used after obtaining these grids was to evaluate each voxel within the mask with the linear SA (explained in the former chapter, section 2.1), using the grid corresponding to the cluster of belonging of the voxel and so obtaining the parameters $V_0, a_j, b_j$ which best describe its curve of activity.

### 3.3 SA with prior from voxel

Still interested in creating a grid that is more specific for the problem under study, we examined the distribution in the whole brain of the chosen $b$, previously obtained with linear SA referring to a grid with logarithmic distribution (instead of the DiStefano distribution used in the previous method). So, a code was implemented that counted the number of times that a specific value of $b$ was found to have a nonzero value of $a$, and that was developed for each voxel within the mask. We obtained the histogram in Figure 3.3 (removing the first and the last $b$ value for reasons explained in chapter 2 where we addressed $b \to \infty$ and $b \to 0$ Eq. (2.5) and Eq. (2.6)), where it is easy to recognize two Gaussian distributions. The concept under review was to extrapolate the information about mean and standard deviation of the two Gaussians directly from the histogram obtained.

This goal was achieved thanks to the Matlab tool *cftool* (Figure 3.4). So we exported the data in this tool and fitted them with a Gaussian curve that
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Figure 3.3: Distribution of $b$ in the wholebrain

is best described as a sum of two terms:

$$a_1 \ast e \left( -\left( \frac{r-x-b_1}{c_1} \right)^2 \right) + a_2 \ast e \left( -\left( \frac{r-x-b_2}{c_2} \right)^2 \right) \quad (3.9)$$

Figure 3.4: Fit of the Gaussian distributions

Knowing that a normal (or Gaussian) distribution is a continuous probability distribution, that has a bell-shaped probability density function, described as follow:

$$f(x : \mu, \sigma^2) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \quad (3.10)$$
where the parameter $\mu$ is the mean and $\sigma^2$ is the variance, we derived the mean and the SD of our two curves with those equations:

$$
\begin{align*}
\mu_1 &= b_1 \\
\sigma_1 &= \frac{c_1}{\sqrt{2}} \\
\mu_2 &= b_2 \\
\sigma_2 &= \frac{c_2}{\sqrt{2}}
\end{align*}
$$

(3.11)

The observation required is that these histograms have on the x-axis a linear scale, where each number represents the position of the correspondent $b$ in the grid. Due to this reason values of mean and SD of the two Gaussians were obtained in terms of positions in the grid; the next step was to correlate these values with the correspondent values of $b$, then obtaining the consequent lognormal distribution following these steps:

1. We refer to the aleatory variable as "position" so described: $\text{pos} \in \mathcal{N}(\mu, \sigma)$ and we describe $b$ as $b = i \cdot e^{j \cdot \text{pos}}$: we can obtain the system:

$$
\begin{align*}
b_{\text{min}} &= i \cdot e^{j \cdot \text{pos}_{\text{min}}} = i \cdot e^{j} = 0.005 \\
b_{\text{max}} &= i \cdot e^{j \cdot \text{pos}_{\text{max}}} = i \cdot e^{j \cdot 100} = 10
\end{align*}
$$

$$
\begin{align*}
i &= 0.0046 \\
j &= 0.0768
\end{align*}
$$

(3.12)

where the values 0.005 and 10 are the lower and the upper bounds, respectively, of the logarithmic distribution.

2. We call $x = j \cdot \text{pos}$ and we define its expectation and its variance as: $\mathbb{E}[j \cdot \text{pos}] = \mu_x$, $\text{var}[j \cdot \text{pos}] = \sigma_x^2$; if we elaborate this equations, remembering that $\text{pos}$ is an aleatory variable, we obtain:

$$
\mu_x = j \cdot \mathbb{E}[\text{pos}] = j \cdot \mu_{\text{pos}}
$$

(3.13)

$$
\sigma_x = \sqrt{\mathbb{E}[(x - \mu_x)^2]} = \sqrt{\mathbb{E}[x^2 - 2\mu_x x + \mu_x^2]}
$$

$$
= \sqrt{\mathbb{E}[x^2] - 2\mu_x \mathbb{E}[x] + \mu_x^2} = j \cdot \sigma_{\text{pos}}
$$

(3.14)

3. Now that we know the mean and SD of $x$ we can easily see that defining $b = i \cdot e^{j \cdot \text{pos}} = i \cdot e^x$ as the curve that represents the distribution of the $b$ back to the logarithmic grid, it is possible to calculate these distributions just passing to the Matlab function $\text{lognrnd} \mu$ and $\sigma$, that are the mean and standard deviation, respectively, of the associated normal distributions. Thus, the function returns an array of random numbers (as many as desired; we sought 50 elements for each curve) generated from the lognormal distribution. We used this approach for both curves, obtaining a final grid of 100 elements composed of two lognormal distributions; the histogram of the final distribution is shown in Figure 3.5.

Once this new grid was generated, we implemented the linear SA, obtaining the parameters $V_b, a_j, b_j$ and all the variables required to compare the different methods.
3.4 SA using an empirical Bayesian estimation approach

In the fourth method, it was decided to change procedure, so we used compartmental analysis and identification of the model obtained using an empirical Bayesian estimation approach. A Bayesian estimator considers as known the a priori probability of the parameters and then, proceeding with the implementation, it updates the prior probability using the measured data. In this approach, the prior was extrapolated from the nonlinear SA executed on the eight different ROI; thus, using the parameters estimated for each cluster and their SD, we created the information a priori for the vectors of the parameters $p_1 \in N(\mu_{p_1}, \Sigma_{p_1})$, $p_2 \in N(\mu_{p_2}, \Sigma_{p_2})$, etc., as:

$$
\begin{align*}
\mu_{p_1} &= \begin{bmatrix} \mu_{a_1} \\ \mu_{b_1} \end{bmatrix} \\
\Sigma_{p_1} &= \begin{bmatrix} \sigma_{a_1}^2 & 0 \\ 0 & \sigma_{b_1}^2 \end{bmatrix} \\
\mu_{p_2} &= \begin{bmatrix} \mu_{a_2} \\ \mu_{b_2} \end{bmatrix} \\
\Sigma_{p_2} &= \begin{bmatrix} \sigma_{a_2}^2 & 0 \\ 0 & \sigma_{b_2}^2 \end{bmatrix}
\end{align*}
$$

(3.15)

(3.16)

The procedure follows these steps:

- The linear SA was implemented obtaining the vector of parameters $a$, while the $b$ grid was obtained with the DiStefano distribution.

- Observing that our data are describable with two components, was decided to identify the information about the cutoff $b$, i.e. the $b$ value
that represents the point from which lower $b$ values can be associated to the first component while higher $b$ values can be associated to the second component. This was done by exploiting the curve of Figure 3.4 and identifying the value of $b_{\text{cutoff}}$ as the point of minimum between the two Gaussians. So, once its value was obtained, it has been used to reconstruct the contribution of the two components as follows:

$$C_{T_1}(t) = \sum_{j=1}^{b_{\text{cutoff}}} a_j \cdot e^{-b_j t} \otimes C_p(t)$$  \hspace{1cm} (3.17)

$$C_{T_2}(t) = \sum_{j=b_{\text{cutoff}}+1}^{N} a_j \cdot e^{-b_j t} \otimes C_p(t)$$  \hspace{1cm} (3.18)

- Deciding to consider and estimate the two component ($C_{T_1}$ and $C_{T_2}$) separately, one sees that to describe the kinetic behavior of each one, the model with one exponential of equation (2.15) can be used (a schematic representation is showed in Figure 3.6) where there are the arterial plasma compartment ($C_p$) and a tissue compartment ($C_T$) that incorporated the free fraction plus a non specifically bound fraction and a specific bound fraction. The equation that describes this kinetic behavior is:

$$\dot{C}_T(t) = aC_p(t) - bC_T(t) \quad C_T(t) = 0$$  \hspace{1cm} (3.19)

where $\dot{C}_T$ is the first time derivative of the tissue compartment; the measurement equation is given by:

$$C_i(t) = (1 - V_b)C_T(t) + V_b C_b(t)$$  \hspace{1cm} (3.20)

where $V_b$ is the vascular volume in the ROI, $C_b$ is the concentration of the tracer in the whole blood, and $a$ and $b$ are the constant rates for transport of the tracer from plasma to tissue and back, respectively. Since the data were affected by a measurement error, also in this case it has been considered additive, uncorrelated, coming from a Gaussian distribution with zero mean and a matrix of covariance obtained as the inverse of the weights vector. It has been previously explained why, when
the analysis is conducted at voxel level, it is appropriate to use a linear approach, thus we linearize the model, obtaining the following equation:

\[ C_T(t) = a \int_0^t C_p(\tau) \, d\tau - b \int_0^t C_T(\tau) \, d\tau \]  

(3.21)

After these considerations, it was decided to use a MAP (Maximum A Posteriori) estimator, which was the preferred choice since it allowed us to take account of the bias introduced by the linearization, for obtaining the parameters (we implemented the MAP two times, once for each component). The cost function to be minimized was:

\[ J(p) = \left[ C_T - G(p) \right]^T \Sigma_v^{-1} \left[ C_T - G(p) \right] + (p - \mu_p)^T \Sigma_p^{-1} (p - \mu_p) \]  

(3.22)

where \( C_T \) is the vector obtained before for each component (respectively Eq. (3.17) and Eq. (3.18)), \( G(p) \) is the predicted model output, \( \Sigma_v \) is the covariance matrix of the measurement error and \( p \) is the unknown parameter vector that has a prior normally distributed with mean \( \mu_p \) and matrix of covariance \( \Sigma_p \). The information \textit{a priori} is updated from the observed data, generating the \textit{a posteriori} probability density function, that is the probability density function of the parameters given the data.

The estimate has an expression that is analytically solvable as:

\[ \hat{p}_{MAP} = \left( G^T \Sigma_v^{-1} G + \Sigma_p^{-1} \right)^{-1} \left( G^T \Sigma_v^{-1} C_T + \Sigma_p^{-1} \mu_p \right) \]  

(3.23)

where \( G \) is defined as:

\[
G = \begin{bmatrix}
\int_0^{t_1} C_p(\tau) \, d\tau & - \int_0^{t_1} C_T(\tau) \, d\tau \\
\int_0^{t_2} C_p(\tau) \, d\tau & - \int_0^{t_2} C_T(\tau) \, d\tau \\
\vdots & \vdots \\
\int_0^{t_M} C_p(\tau) \, d\tau & - \int_0^{t_M} C_T(\tau) \, d\tau
\end{bmatrix}
\]  

(3.24)

where M is the number of the tissue measures, (Rizzo et al., 2012).

- Once the MAP estimation for both components was executed, we derived the total concentration of the tracer, for each voxel, as sum of the contributions:

\[ C_{T,\text{tot}} = G_1 \cdot \hat{p}_{MAP_1} + G_2 \cdot \hat{p}_{MAP_2} \]  

(3.25)

remembering that the blood component was considered negligible at voxel level. We were also able to assess the CV of the estimates remembering that for linear models the covariance of the estimates has this expression:

\[ \text{cov}(\hat{p}_{MAP}) = \left( G^T \Sigma_v^{-1} G + \Sigma_p^{-1} \right)^{-1} \]  

(3.26)

with which we can obtain:

\[ CV = 100 \times \frac{\sqrt{\text{cov}(\hat{p}_{MAP})}}{\hat{p}_{MAP}} \]  

(3.27)
Chapter 4

Data Set

In the first chapter of this work we described the general principles and functions of Positron Emission Tomography explaining how and why it is such an important imaging system; one of its main applications is that it allows the illustration of some particular brain functions. Depending on which functions the investigator is interested in, it is necessary to utilize different kinds of tracers: for example $^{18}F$FDG is commonly used to obtain the regional metabolic rate of glucose by estimating the tissue fractional uptake of $^{18}F$FDG and then by using a scale factor between it and glucose metabolism (Bertoldo et al., 1998). There is then the $^{15}O\text{H}_2\text{O}$ that has been used to estimate the cerebral blood flow, and so on, with many other tracers that are used to investigate different activities. One of these is the $^{11}C\text{WAY100635}$ that permits evaluation of specific receptors implicated in the pathophysiology of neuropsychiatric conditions and that we are going to describe in more detail since is the tracer used in this work.

4.1 Tracer

We start this dissertation by presenting the theory concerning the receptors to which the radiotracer is capable of binding; these receptors are specific for the serotonin (5–HT) considered a modulatory neurotransmitter with general inhibitory effects and with an important role in the regulation of psychobiological processes. Serotonin projections, arising from the dorsal and median raphe nuclei, innervate virtually all regions of the brain (Steinbusch, 1981). There are seven known receptors, one of which is the 5–HT$_1A$ that is a somatodendritic autoreceptor in the raphe nuclei and a postsynaptic receptor in the neocortex, hippocampus and other limbic structures (Wright et al., 1995). This type of receptors is of central interest in research on the pathophysiology and treatment of psychiatric disorders, for example they are thought to be involved in phenomena as anxiety, depression, dementia and schizophrenia (Gurevich and Joyce, 1997).
Initially, WAY100635 (a selective antagonist with affinity and selectivity for serotonin 5-HT$_{1A}$ receptors) was labeled in the methoxy position with carbon−11 obtaining [O−methyl−$^{11}$C]WAY100635 that successfully delineated 5-HT$_{1A}$ receptors. This compound, however, rapidly forms labeled metabolites which cross the BBB (Blood Brain Barrier) (Osman et al., 1996); to solve this problem, WAY100635 was labeled in the carbonyl position obtaining [carbonyl−$^{11}$C] WAY100635 (from now on we will refer to it just with $[^{11}C]$ WAY100635) which showed a strong signal in humans, consistent with reduced uptake of labelled metabolites in the brain (Lammertsma et al., 1996).

4.1.1 PET studies

A dataset of four healthy male subjects was made available by the Imperial College. Each subject underwent a 90-min dynamic PET study in a CTI ECAT EXACT3D tomography after a bolus injection $[^{11}C]$WAY100635. All PET data were acquired in 3-dimensional mode, corrected for attenuation, detector efficiency, random events, and scatter, and reconstructed into tomographic images using filtered back-projection. Acquisition was performed in list-mode (event by event) and scans were rebinned into 23 time frames of increasing duration (two variable length background frame, 3x5s, 2x15s, 4x60s, 7x300s, 5x600s). The reconstructed voxel sizes were 2.096 x 2.096 x 2.43 mm$^3$. After injection of $[^{11}C]$WAY100635, the radioactivity concentration in blood was measured continuously and, in addition, serial discrete blood samples were taken at increasing time intervals throughout the study for the measurement of the radioactivity in blood and plasma. Nine of these samples were also used for quantification of the fraction of radioactivity attributable to unmetabolized parent radiotracer, generating the metabolite-corrected arterial plasma input function.

4.2 Image

For the subject under examination, PET image was imported in Matlab$^®$’s environment, obtaining a 4D matrix, 128x128x95x23 where 95 is the number of slices obtained by the PET scan and 23 are the time frames of increasing duration. Since the image was already corrected for movement we applied just a decay correction in each region of interest, generating the tissue-time activity curves (TACs); this was done using the formula:

$$A_0 = A_t \times e^{\lambda t}$$  \hspace{1cm} (4.1)

where $A_t$ and $A_0$ are respectively the uncorrected and corrected value of concentration at time $t$, which is expressed in minute, $\lambda = \ln 2 / T_{1/2}$ with $T_{1/2}$ half-life of the radioactive isotope (in our case 20.4 min). All blood signals were corrected for the delay, which is caused by the difference in time between the
4.2. IMAGE

tracer arrival in the brain and the arterial sampling site. The input function, moreover, was fitted using a sum of three exponentials from the time of the peak to the last data point, whereas the rising part of the curve was fitted as a straight line between the first point and the peak. After that we selected the voxel of interest by applying a mask (see the section below for details) (Parsey et al., 2000).

In Figure 4.1 we show in the left part the total blood curve ($C_b(t)$) and the parent plasma curve ($C_p(t)$), which are corrected for delay and decay as said before, while in the right part there are the decay corrected ROI TACs obtained by cluster analysis for a representative subject (subject 1).

![Figure 4.1: Left column: blood and unmetabolized plasma activity curves. Right column: tissue-time activity curves for 8 ROIs](image)

4.2.1 Mask

In order to eliminate the noise present in the image, we applied a binary mask (i.e. the mask assumes the value 0 on the pixels that need to be eliminated because represent noise, and assumes value 1 on all the other pixel); the mask used in this work has been taken from the anatomical atlas made available by the PET centre, Division of Experimental Medicine, of the Imperial College of London (Hammers et al., 2003)
Figure 4.2: Summed image of slice 45 and the mask that has been applied to it, for a representative subject
Chapter 5

Results

This chapter presents the results of all the new proposed methods; it is then necessary to compare these results with those obtained by the existent methods (presented in Chapter 2) in order to verify if they are physiologically corrected and if they reached the established goal of improving the quantification at voxel level. As terms of comparisons are used the non linear SA in terms of the macro-parameter of interest, the distribution volume, and the results obtained by the linear SA in terms of fit, residuals, WRSS and parameters estimated. The results obtained for these methods will be firstly described separately using a representative voxel for each cluster, and then comparing them all in terms of medium values within the clusters.

All the methods will be analyzed separately but, since the same vector of weights has been used in all methods, its trend is now introduced. It has been calculated following the equation defined in Chapter 2 Eq. (2.20) but using as $C_i^{obs}(t_j)$ the description of the tissue activity curve obtained as mean of all those within the mask. Moreover its first four elements have been forced at the zero value. In Figure 5.1 the trend of the weights is shown, before and after modification.

![Weights trend](image)

Figure 5.1: Vector of weights: left picture, weights without correction and right picture, weights with correction
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(a) Cluster 1.

(b) Cluster 2.

(c) Cluster 3.

(d) Cluster 4.

(e) Cluster 5.

(f) Cluster 6.

(g) Cluster 7.

(h) Cluster 8.

Figure 5.2: Results of clustering, for a representative subject
5.1 I/O MODEL RESULTS

Figure 5.2 shows the eight clusters obtained with the \textit{kmeans} tool; this allows association with the voxel, used as a reference for showing the results obtained for each method, with the anatomical region to which it belongs to.

5.1 I/O model results

5.1.1 Non linear SA

During this study the non linear SA, both at voxel level and at ROI level, was implemented, but for different reasons. The first one has been used as a reference to understand whether the new methods implemented were correct, in terms of signal amplitudes, referring specifically to the volume of distribution. The second one has been used for creating a new b grid developed starting from the values of its estimates, as already discussed in Chapter 3 (see Section 3.2). The implementation of the non linear SA has been executed for models of increasing order in both cases; then, using criteria of parsimony (Akaike Criterion), looking to the fits and to the precision of the estimates, a comparison has been made in order to understand which was the best model to describe our data. Both at ROI level and at voxel level, the NLSA identify model of Equation (2.2.1) as the best model. The following is a presentation of the results achieved following the steps presented in the previous chapters.

1. Voxel analysis

The map of the volume of distribution obtained with the non linear analysis at voxel level is shown in Figure 5.3

![Image showing the volume of distribution, obtained with NLSA at voxel level]

Figure 5.3: Slice 45: Image showing the volume of distribution, obtained with NLSA at voxel level
Figure 5.4 presents some fits and their relative weighted residuals obtained with non linear SA applied at voxel region. It was decided to represent one voxel belonging to each clusters. This leads to a better understanding of the results obtained.

Figure 5.4: Model estimated curves with NLSA applied at voxel level and relative weighted residuals
In order to compare the results obtained with the different methods, it is useful to present other variables of interest. Those chosen for this study were formally presented in previous chapters, where the calculations made to determine their value are also presented. They are: \( V_d \) Eq. (2.12), \( K_1 \) Eq. (2.11), AIC Eq. (2.28) and WRSS Eq. (2.22). In this chapter they will be presented (Table 5.1) referring to each voxel chosen as representative of its cluster of belonging, while in the next chapter they will be presented as mean value of all voxel of each cluster. The units of the variables presented are \( V_d [ml \ g^{-1}] \), \( K_1 [ml \ g^{-1} \ min^{-1}] \), AIC [unitless] and WRSS [unitless].

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>( V_d [ml \ g^{-1}] )</th>
<th>( K_1 [ml \ g^{-1} \ min^{-1}] )</th>
<th>AIC [unitless]</th>
<th>WRSS [unitless]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.227</td>
<td>0.104</td>
<td>97</td>
<td>44</td>
</tr>
<tr>
<td>2</td>
<td>2.127</td>
<td>0.077</td>
<td>63</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>3.694</td>
<td>0.075</td>
<td>67</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>1.414</td>
<td>0.069</td>
<td>78</td>
<td>19</td>
</tr>
<tr>
<td>5</td>
<td>1.279</td>
<td>0.043</td>
<td>97</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>0.665</td>
<td>0.071</td>
<td>56</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>1.888</td>
<td>0.107</td>
<td>69</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>2.855</td>
<td>0.128</td>
<td>66</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 5.1: Table of variables calculated for one voxel representative of each cluster, obtained with NLSA at voxel level

For the same voxels for which have been presented fits and weighted residuals (Figure 5.4), is shown the value of the parameters estimated, presented with the following units \( V_b [unitless] \), \( a_1 \) and \( a_2 [ml \ g^{-1} \ min^{-1}] \), \( b_1 \) and \( b_2 [min^{-1}] \) in Table 5.2.
<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>$V_b$ [unitless]</th>
<th>$a_1$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_1$ [min$^{-1}$]</th>
<th>$a_2$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_2$ [min$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.002</td>
<td>0.050</td>
<td>0.016</td>
<td>0.054</td>
<td>0.509</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.038</td>
<td>0.018</td>
<td>0.039</td>
<td>0.694</td>
</tr>
<tr>
<td>3</td>
<td>0.035</td>
<td>0.054</td>
<td>0.015</td>
<td>0.022</td>
<td>0.696</td>
</tr>
<tr>
<td>4</td>
<td>0.008</td>
<td>0.024</td>
<td>0.018</td>
<td>0.045</td>
<td>0.619</td>
</tr>
<tr>
<td>5</td>
<td>0.022</td>
<td>0.028</td>
<td>0.023</td>
<td>0.015</td>
<td>0.260</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0.017</td>
<td>0.029</td>
<td>0.054</td>
<td>0.583</td>
</tr>
<tr>
<td>7</td>
<td>0.019</td>
<td>0.046</td>
<td>0.025</td>
<td>0.061</td>
<td>0.809</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0.044</td>
<td>0.016</td>
<td>0.084</td>
<td>0.925</td>
</tr>
</tbody>
</table>

Table 5.2: Table of estimated parameters for one voxel representative of each cluster, obtained with NLSA at voxel level
2. **ROI analysis**

The value of the parameters estimated for each cluster at ROI level, that generate the best fit for the data, are presented with the following units \( V_b \) [unitless], \( a_1 \) and \( a_2 \) [ml g\(^{-1}\) min\(^{-1}\)], \( b_1 \) and \( b_2 \) [min\(^{-1}\)] in Table 5.3. For the parameters \( b_1 \) and \( b_2 \) are shown also their precision of estimates, since these are the values used in one of the new approaches proposed in this study (see Section 3.2).

<table>
<thead>
<tr>
<th>Cluster</th>
<th>( V_b ) [unitless]</th>
<th>( a_1 ) [ml g(^{-1}) min(^{-1})]</th>
<th>( b_1 \pm\sigma ) [min(^{-1})]</th>
<th>( a_2 ) [ml g(^{-1}) min(^{-1})]</th>
<th>( b_2 \pm\sigma ) [min(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.017</td>
<td>0.038</td>
<td>0.0092 ± 0.0003</td>
<td>0.036</td>
<td>0.358 ± 0.051</td>
</tr>
<tr>
<td>2</td>
<td>0.020</td>
<td>0.022</td>
<td>0.0112 ± 0.0006</td>
<td>0.036</td>
<td>0.264 ± 0.031</td>
</tr>
<tr>
<td>3</td>
<td>0.036</td>
<td>0.042</td>
<td>0.0074 ± 0.0005</td>
<td>0.029</td>
<td>0.284 ± 0.086</td>
</tr>
<tr>
<td>4</td>
<td>0.019</td>
<td>0.017</td>
<td>0.0115 ± 0.0009</td>
<td>0.031</td>
<td>0.214 ± 0.027</td>
</tr>
<tr>
<td>5</td>
<td>0.015</td>
<td>0.012</td>
<td>0.0153 ± 0.0014</td>
<td>0.029</td>
<td>0.209 ± 0.028</td>
</tr>
<tr>
<td>6</td>
<td>0.003</td>
<td>0.015</td>
<td>0.0466 ± 0.0072</td>
<td>0.027</td>
<td>0.284 ± 0.097</td>
</tr>
<tr>
<td>7</td>
<td>0.018</td>
<td>0.028</td>
<td>0.0109 ± 0.0005</td>
<td>0.033</td>
<td>0.283 ± 0.043</td>
</tr>
<tr>
<td>8</td>
<td>0.017</td>
<td>0.033</td>
<td>0.0098 ± 0.0003</td>
<td>0.035</td>
<td>0.301 ± 0.033</td>
</tr>
</tbody>
</table>

Table 5.3: Table of estimated parameters for each cluster, obtained with NLSA at ROI level
5.1.2 Linear SA

The map of the volume of distribution obtained with the linear analysis, the standard one presented on Chapter 2, is shown in Figure 5.5.

Figure 5.5: Slice 45: Image showing the volume of distribution, obtained with LSA

The value of the parameters estimated for each representative voxel is presented with the following units \( V_b \) [unitless], \( a_1, a_2, a_3, a_4 \) and \( a_5 \) [\( ml \ g^{-1} \ min^{-1} \)], \( b_1, b_2, b_3, b_4 \) and \( b_5 \) [\( min^{-1} \)] in Table 5.4 on the next page. The reason why there are up to five components is that this method presents a problem called "line doubling": some couples of \( b_j \) are actually next to each other on the grid. The poor precision of the \( a_j \) stems from the fact that the approach cannot attribute to a certain \( b_j \) the right \( a_j \), and so it divides the \( a_j \) between two \( b_j \) next to each other.
### 5.1. I/O MODEL RESULTS

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>$V_b$ [unitless]</th>
<th>$a_1$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_1$ [min$^{-1}$]</th>
<th>$a_2$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_2$ [min$^{-1}$]</th>
<th>$a_3$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_3$ [min$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.021</td>
<td>0.006</td>
<td>0.029</td>
<td>0.038</td>
<td>0.008</td>
<td>0.041</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.014</td>
<td>0.017</td>
<td>0.024</td>
<td>0.018</td>
<td>0.051</td>
<td>0.804</td>
</tr>
<tr>
<td>3</td>
<td>0.016</td>
<td>0.042</td>
<td>0.015</td>
<td>0.011</td>
<td>0.016</td>
<td>0.001</td>
<td>0.964</td>
</tr>
<tr>
<td>4</td>
<td>0.001</td>
<td>0.008</td>
<td>0.017</td>
<td>0.017</td>
<td>0.019</td>
<td>0.058</td>
<td>0.712</td>
</tr>
<tr>
<td>5</td>
<td>0.027</td>
<td>0.021</td>
<td>0.022</td>
<td>0.007</td>
<td>0.024</td>
<td>0.018</td>
<td>0.269</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0.003</td>
<td>0.006</td>
<td>0.016</td>
<td>0.049</td>
<td>0.020</td>
<td>0.630</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0.041</td>
<td>0.025</td>
<td>0.005</td>
<td>0.027</td>
<td>0.094</td>
<td>1.025</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0.028</td>
<td>0.015</td>
<td>0.016</td>
<td>0.016</td>
<td>0.092</td>
<td>0.964</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>$a_4$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_4$ [min$^{-1}$]</th>
<th>$a_5$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_5$ [min$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.076</td>
<td>1.157</td>
<td>0.002</td>
<td>1.230</td>
</tr>
<tr>
<td>2</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>0.054</td>
<td>1.025</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>0.029</td>
<td>0.670</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>0.007</td>
<td>2.399</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>0.006</td>
<td>1.025</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 5.4: Table of estimated parameters for each representative voxel, obtained with LSA
The variables of interest are presented in Table 5.5 and their units are $V_d[ml\,g^{-1}], K_1[ml\,g^{-1}\,min^{-1}], AIC[\text{unitless}]$ and $WRSS[\text{unitless}]$.

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>$V_d$ $[ml,g^{-1}]$</th>
<th>$K_1$ $[ml,g^{-1},min^{-1}]$</th>
<th>$AIC$ $[\text{unitless}]$</th>
<th>$WRSS$ $[\text{unitless}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.699</td>
<td>0.136</td>
<td>95</td>
<td>41</td>
</tr>
<tr>
<td>2</td>
<td>2.125</td>
<td>0.089</td>
<td>57</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>3.665</td>
<td>0.108</td>
<td>65</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>1.422</td>
<td>0.082</td>
<td>76</td>
<td>19</td>
</tr>
<tr>
<td>5</td>
<td>1.288</td>
<td>0.045</td>
<td>95</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>0.961</td>
<td>0.068</td>
<td>54</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>1.897</td>
<td>0.147</td>
<td>66</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>2.868</td>
<td>0.142</td>
<td>65</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 5.5: Table of variables calculated for one voxel representative of each cluster, obtained with LSA

The linear Spectral Analysis implemented with the standard method make use of a grid based on the DiStefano distribution (2.4) and gives this histogram showed in Figure 5.6:

Figure 5.6: Image showing the DiStefano distribution of the $b$ in the grid
In Figure 5.7 the fits of the same voxel selected previously, as representative of each cluster, and their relative weighted residual are presented.
5.1.3 Linear SA with prior from ROI

The map of the volume of distribution, obtained with the linear analysis that uses the prior from ROI, is shown in Figure 5.8.

![Image showing the volume of distribution, obtained with LSA with prior from ROI](image)

Figure 5.8: Slice 45: Image showing the volume of distribution, obtained with LSA with prior from ROI

The variables of interest are presented in Table 5.6 and their units are $V_d [ml g^{-1}], K_1 [ml g^{-1} min^{-1}], AIC [unitless]$ and $WRSS [unitless]$

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>$V_d [ml g^{-1}]$</th>
<th>$K_1 [ml g^{-1} min^{-1}]$</th>
<th>$AIC [unitless]$</th>
<th>$WRSS [unitless]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.116</td>
<td>0.094</td>
<td>97</td>
<td>52</td>
</tr>
<tr>
<td>2</td>
<td>2.523</td>
<td>0.065</td>
<td>70</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>4.872</td>
<td>0.064</td>
<td>77</td>
<td>22</td>
</tr>
<tr>
<td>4</td>
<td>1.596</td>
<td>0.049</td>
<td>78</td>
<td>21</td>
</tr>
<tr>
<td>5</td>
<td>1.387</td>
<td>0.047</td>
<td>95</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>0.673</td>
<td>0.061</td>
<td>54</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>2.454</td>
<td>0.075</td>
<td>85</td>
<td>32</td>
</tr>
<tr>
<td>8</td>
<td>3.531</td>
<td>0.089</td>
<td>75</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 5.6: Table of variables calculated for one voxel representative of each cluster, obtained with LSA with prior from ROI
In Figure 5.9 we present the fits of the same voxel selected previously as representative of each cluster and their relative weighted residual.

(a) Fit vs Data for a voxel of Cluster 1.
(b) Fit vs Data for a voxel of Cluster 2.
(c) Fit vs Data for a voxel of Cluster 3.
(d) Fit vs Data for a voxel of Cluster 4.
(e) Fit vs Data for a voxel of Cluster 5.
(f) Fit vs Data for a voxel of Cluster 6.
(g) Fit vs Data for a voxel of Cluster 7.
(h) Fit vs Data for a voxel of Cluster 8.

Figure 5.9: Model estimated curves with LSA obtained with prior from ROI and relative weighted residuals
The linear Spectral Analysis implemented with the prior obtained by the information extracted from the non linear analysis made at ROI level (as described in Section 3.2), makes use of a grid specific for each cluster where the histograms are those showed in Figure 5.10:

(a) Distribution of $b$ for cluster 1. (b) Distribution of $b$ for cluster 2.

(c) Distribution of $b$ for cluster 3. (d) Distribution of $b$ for cluster 4.

(e) Distribution of $b$ for cluster 5. (f) Distribution of $b$ for cluster 6.

(g) Distribution of $b$ for cluster 7. (h) Distribution of $b$ for cluster 8.

Figure 5.10: Histograms of the 8 different grids obtained one for each cluster in the LSA method with prior from ROI

The value of the parameters estimated for each representative voxel is presented with the following units $V_b [\text{unitless}]$, $a_1, a_2, a_3 [\text{ml g}^{-1} \text{min}^{-1}]$, $b_1, b_2, b_3 [\text{min}^{-1}]$ in Table 5.7 presented on the next page. In this case the number of exponential components are less then those found with the linear SA and, looking at the values obtained, it seems like if the problem is in the first component. This problem can be related with the standard deviation used to construct the grid that is very low (see Table 5.3 and Figure 5.10).
5.1. I/O MODEL RESULTS

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>$V_b$ [unitless]</th>
<th>$a_1$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_1$ [min$^{-1}$]</th>
<th>$a_2$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_2$ [min$^{-1}$]</th>
<th>$a_3$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_3$ [min$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.025</td>
<td>0.038</td>
<td>0.010</td>
<td>0.057</td>
<td>0.244</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>0.016</td>
<td>0.030</td>
<td>0.012</td>
<td>0.005</td>
<td>0.195</td>
<td>0.030</td>
<td>0.330</td>
</tr>
<tr>
<td>3</td>
<td>0.053</td>
<td>0.038</td>
<td>0.008</td>
<td>0.026</td>
<td>0.091</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>0.028</td>
<td>0.019</td>
<td>0.013</td>
<td>0.005</td>
<td>0.155</td>
<td>0.024</td>
<td>0.276</td>
</tr>
<tr>
<td>5</td>
<td>0.029</td>
<td>0.026</td>
<td>0.018</td>
<td>0.020</td>
<td>0.262</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0.012</td>
<td>0.026</td>
<td>0.006</td>
<td>0.061</td>
<td>0.043</td>
<td>0.498</td>
</tr>
<tr>
<td>7</td>
<td>0.062</td>
<td>0.027</td>
<td>0.012</td>
<td>0.048</td>
<td>0.187</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>0.043</td>
<td>0.036</td>
<td>0.010</td>
<td>0.053</td>
<td>0.376</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 5.7: Table of estimated parameters for each representative voxel, obtained with LSA with prior from ROI.
5.1.4 Linear SA with prior from voxel

The map of the volume of distribution obtained with the linear analysis that uses the prior from voxel is shown in Figure 5.11.

![Image showing the volume of distribution, obtained with LSA with prior from voxel](image)

Figure 5.11: Slice 45: Image showing the volume of distribution, obtained with LSA with prior from voxel

The variables of interest are presented in Table 5.8 and their units are $V_d [ml \, g^{-1}]$, $K_1 [ml \, g^{-1} \, min^{-1}]$, $AIC [unitless]$ and $WRSS [unitless]$.

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>$V_d$ [ml g$^{-1}$]</th>
<th>$K_1$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$AIC$ [unitless]</th>
<th>$WRSS$ [unitless]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.809</td>
<td>0.127</td>
<td>95</td>
<td>44</td>
</tr>
<tr>
<td>2</td>
<td>3.251</td>
<td>0.088</td>
<td>59</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>1.998</td>
<td>0.107</td>
<td>63</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>1.483</td>
<td>0.078</td>
<td>76</td>
<td>19</td>
</tr>
<tr>
<td>5</td>
<td>1.463</td>
<td>0.051</td>
<td>95</td>
<td>47</td>
</tr>
<tr>
<td>6</td>
<td>2.230</td>
<td>0.084</td>
<td>55</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>3.663</td>
<td>0.107</td>
<td>78</td>
<td>23</td>
</tr>
<tr>
<td>8</td>
<td>2.866</td>
<td>0.142</td>
<td>63</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 5.8: Table of variables calculated for one voxel representative of each cluster, obtained with LSA with prior from voxel
5.1. I/O MODEL RESULTS

In Figure 5.12 the fits of the same voxel previously selected as representative of each cluster and their relative weighted residual are presented.

(a) Fit vs Data for a voxel of Cluster 1.  
(b) Fit vs Data for a voxel of Cluster 2.  
(c) Fit vs Data for a voxel of Cluster 3.  
(d) Fit vs Data for a voxel of Cluster 4.  
(e) Fit vs Data for a voxel of Cluster 5.  
(f) Fit vs Data for a voxel of Cluster 6.  
(g) Fit vs Data for a voxel of Cluster 7.  
(h) Fit vs Data for a voxel of Cluster 8.

Figure 5.12: Model estimated curves with LSA with prior from voxel and relative weighted residuals

The value of the parameters estimated for each representative voxel is presented with the following units $V_0[\text{unitless}], a_1, a_2, a_3, a_4[\text{ml g}^{-1} \text{ min}^{-1}], b_1, b_2, b_3, b_4[\text{min}^{-1}]$ in Table 5.9.
Table 5.9: Table of estimated parameters for each representative voxel, obtained with LSA with prior from voxel
5.1. I/O MODEL RESULTS

The linear SA implemented with the prior obtained by the information extracted from the distribution of $b$ in the whole brain (as explained in Section 3.3), makes use of the grid showed in Figure 5.13:

![Grid of beta part 1](image)
![Grid of beta part 2](image)

Figure 5.13: Image showing the distribution of the $b$ in the grid for the method LSA with prior from voxel
5.1.5 Linear SA implemented with MAP estimator

After trying this method, an unusual behavior in the disposal of the $b$ values and their relative $a$ was noticed (shown in Figure 5.14), and, hypothesizing that it was due to a high correlation between the $a$ and $b$ estimated, it was decided to repeat the method again, fixing the prior just on the $b$ value. The different disposal obtained is shown in Figure 5.15.

Figure 5.14: Distribution of the parameters $a$ and $b$ for the method with prior on both

Figure 5.15: Distribution of the parameters $a$ and $b$ for the method with prior just on $b$
The modification made in order to achieve this goal was deleting the contribution of the prior on the $a$, raising the value of its covariance. In this way, when the term $\Sigma_p$ of the equation was inverted, the weight associated at the prior of $a$ became nearly zero. The results have improved significantly and the unusual behavior was no longer present.

The map of the volume of distribution obtained with the linear analysis is shown in Figure 5.16

![Image showing the volume of distribution](image)

Figure 5.16: Slice 45: Image showing the volume of distribution

The value of the parameters estimated for each representative voxel is presented with the following units $a_1, a_2[\text{ml g}^{-1} \text{min}^{-1}], b_1, b_2[\text{min}^{-1}]$ in Table 5.10; parameter $V_b$ is not present because it has been considered negligible.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>$a_1$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_1$ [min$^{-1}$]</th>
<th>$a_2$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$b_2$ [min$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.025</td>
<td>0.009</td>
<td>0.045</td>
<td>0.045</td>
</tr>
<tr>
<td>2</td>
<td>0.030</td>
<td>0.012</td>
<td>0.018</td>
<td>0.267</td>
</tr>
<tr>
<td>3</td>
<td>0.042</td>
<td>0.008</td>
<td>0.017</td>
<td>0.303</td>
</tr>
<tr>
<td>4</td>
<td>0.020</td>
<td>0.012</td>
<td>0.018</td>
<td>0.219</td>
</tr>
<tr>
<td>5</td>
<td>0.023</td>
<td>0.016</td>
<td>0.014</td>
<td>0.211</td>
</tr>
<tr>
<td>6</td>
<td>0.008</td>
<td>0.041</td>
<td>0.025</td>
<td>0.062</td>
</tr>
<tr>
<td>7</td>
<td>0.029</td>
<td>0.012</td>
<td>0.028</td>
<td>0.297</td>
</tr>
<tr>
<td>8</td>
<td>0.035</td>
<td>0.010</td>
<td>0.032</td>
<td>0.311</td>
</tr>
</tbody>
</table>

Table 5.10: Table of estimated parameters for each representative voxel, obtained with LSA with MAP estimator
Figure 5.17 presents the fits of the same voxel chosen previously as representative of each cluster and their relative weighted residual.

Figure 5.17: Model estimated curves with linear SA using a MAP estimator with prior on $b$ and relative weighted residuals.
5.2. RESULTS COMPARISONS

The variables of interest are presented in Table 5.11 and their units are $V_d[ml g^{-1}]$, $K_1[ml g^{-1} min^{-1}]$, $AIC[unitless]$ and $WRSS[unitless]$

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>$V_d$ [ml g$^{-1}$]</th>
<th>$K_1$ [ml g$^{-1}$ min$^{-1}$]</th>
<th>$AIC$ [unitless]</th>
<th>$WRSS$ [unitless]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.694</td>
<td>0.069</td>
<td>100</td>
<td>54</td>
</tr>
<tr>
<td>2</td>
<td>2.638</td>
<td>0.048</td>
<td>80</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>5.027</td>
<td>0.058</td>
<td>94</td>
<td>41</td>
</tr>
<tr>
<td>4</td>
<td>1.741</td>
<td>0.038</td>
<td>83</td>
<td>27</td>
</tr>
<tr>
<td>5</td>
<td>1.512</td>
<td>0.037</td>
<td>97</td>
<td>49</td>
</tr>
<tr>
<td>6</td>
<td>0.590</td>
<td>0.033</td>
<td>71</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>2.595</td>
<td>0.057</td>
<td>103</td>
<td>61</td>
</tr>
<tr>
<td>8</td>
<td>3.627</td>
<td>0.068</td>
<td>87</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 5.11: Table of variables calculated for one voxel representative of each cluster

5.2 Results comparisons

The previous section introduced all the results obtained for each method taken into consideration during this study both just as a reference and as new methods proposed. It is necessary to compare these results to understand if the methods proposed give results physiologically corrected and if they introduce improvements to those existent.

Due to high levels of noise presented by the tissue-time activity curves at voxel level, before making any comparisons, it was necessary to extrapolate only the voxel for which the estimated parameters have physiological meaning. This means that we did not consider voxel for which $V_d < 0$, $V_d > 10[ml g^{-1}]$ and the estimates for this parameter, in terms of Coefficients of Variation (introduced previously in chapter 2 by Eq. (2.25)), were higher than 50%. These values were decided considering that a negative $V_d$ value has no biological explanation and $V_d$ over 10 are, for this tracer, non-physiological (Gunn et al., 1998). This operation induced a reduction in the number of voxel, which can be used to compute the comparisons, of more than 50%.

Distribution Volume $V_d$

As previously stated, the method selected as gold standard, in order to compare the volume of distribution, is the non linear analysis (see section 2.2) made at voxel level. Is in its results that the voxel having parameters with
physiological plausibility have been selected and it is for these voxel that comparisons have been made between different methods. Once the voxel have been extrapolated the first parallel has been made in terms of volume of distribution, both using parametric maps (Figure 5.18) and using mean values for each cluster and for the whole brain (Table 5.12).

Figure 5.18: Maps showing the Volume of Distribution \([\text{ml g}^{-1}]\) in all methods tested, for a representative subject.
5.2. RESULTS COMPARISONS

From the comparison of these maps is easy to observe that both the LSA methods with prior from ROI and with MAP estimator show good resemblance with the gold standard method. The LSA implemented in the classical way gives good results but shows an higher noise level. Instead the LSA method with prior from voxel shows the lowest values in terms of volume of distribution. In Table 5.12, for each cluster, the mean values and the standard deviations representative of the variability of the parameter \( V_d \) within the cluster, are shown.

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>NLSA ( V_d \pm \sigma ) [ml g(^{-1})]</th>
<th>LSA ( V_d \pm \sigma ) [ml g(^{-1})]</th>
<th>LSA with prior from ROI ( V_d \pm \sigma ) [ml g(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.79 ± 1.21</td>
<td>4.15 ± 0.88</td>
<td>4.19 ± 0.31</td>
</tr>
<tr>
<td>2</td>
<td>2.95 ± 0.63</td>
<td>2.20 ± 0.54</td>
<td>2.17 ± 0.25</td>
</tr>
<tr>
<td>3</td>
<td>6.99 ± 1.29</td>
<td>5.02 ± 0.92</td>
<td>5.40 ± 0.56</td>
</tr>
<tr>
<td>4</td>
<td>2.33 ± 0.55</td>
<td>1.80 ± 0.47</td>
<td>1.72 ± 0.29</td>
</tr>
<tr>
<td>5</td>
<td>1.72 ± 0.47</td>
<td>1.35 ± 0.41</td>
<td>1.18 ± 0.24</td>
</tr>
<tr>
<td>6</td>
<td>1.37 ± 0.48</td>
<td>1.07 ± 0.40</td>
<td>0.77 ± 0.16</td>
</tr>
<tr>
<td>7</td>
<td>3.84 ± 0.85</td>
<td>2.90 ± 0.65</td>
<td>2.73 ± 0.25</td>
</tr>
<tr>
<td>8</td>
<td>4.71 ± 1.01</td>
<td>3.45 ± 0.75</td>
<td>3.41 ± 0.25</td>
</tr>
<tr>
<td>Whole Brain</td>
<td>3.57 ± 1.74</td>
<td>2.65 ± 1.24</td>
<td>2.58 ± 1.20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>LSA with prior from voxel ( V_d \pm \sigma ) [ml g(^{-1})]</th>
<th>LSA with MAP estimator ( V_d \pm \sigma ) [ml g(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.50 ± 0.27</td>
<td>4.14 ± 0.24</td>
</tr>
<tr>
<td>2</td>
<td>1.99 ± 0.23</td>
<td>2.17 ± 0.22</td>
</tr>
<tr>
<td>3</td>
<td>4.14 ± 0.33</td>
<td>5.47 ± 0.43</td>
</tr>
<tr>
<td>4</td>
<td>1.60 ± 0.24</td>
<td>1.72 ± 0.24</td>
</tr>
<tr>
<td>5</td>
<td>1.22 ± 0.23</td>
<td>1.16 ± 0.21</td>
</tr>
<tr>
<td>6</td>
<td>1.00 ± 0.24</td>
<td>0.77 ± 0.20</td>
</tr>
<tr>
<td>7</td>
<td>2.47 ± 0.24</td>
<td>2.69 ± 0.21</td>
</tr>
<tr>
<td>8</td>
<td>2.96 ± 0.26</td>
<td>3.39 ± 0.21</td>
</tr>
<tr>
<td>Whole Brain</td>
<td>2.29 ± 0.89</td>
<td>2.56 ± 1.19</td>
</tr>
</tbody>
</table>

Table 5.12: Table representing the mean values of the Volume of Distribution for each cluster and in the whole brain
For better understanding the differences in the macro-parameter $V_d$ between the methods proposed, is shown now an explicative chart (Figure 5.19).

![Volume of Distribution Chart](image)

**Figure 5.19:** Chart of $V_d$ values estimated using all the methods proposed.

The goal of this thesis was to define a new method that would give results more similar to those given by the NLSA, with respect to those given by the LSA already existent. From this chart is easy to see that (in terms of mean and variability) the new methods proposed don’t introduce any improvements. This chart shows clearly that the linear methods underestimate the volume of distribution values when referring to the gold standard method (NLSA).

Another important way to evaluate the goodness of the parameter of interest $V_d$, with respect to the reference method, is obtaining the scatterplot. It aids the interpretation of the correlation coefficient or regression model, which are useful for us to numerically interpret the differences between methods. To show these results are utilized $V_d$ calculated as mean of the $V_d$ of all voxel belonging to the specific cluster. In Figure 5.20 there are four scatterplots of $V_d$ values; each one was obtained with the values of the non linear SA analysis in the x axis and those obtained with the other methods in the y axis. There was good agreement and strong correlation among the NLSA and other methods estimates ($R^2 > 0.99$ for all models tested) but the regression line was quite far from the bisector almost in all cases (this result confirm the underestimation...
5.2. RESULTS COMPARISONS

given by the linear methods). These values are summarized in Table 5.13 as well.

Figure 5.20: Scatterplots of $V_d$ values estimated using NLSA (x axis) as gold standard method and all four other methods tested (y axis). In each scatterplot the value of slope and intercept of the fitted regression line and Pearson’s R2 value are reported.
CHAPTER 5 Results

<table>
<thead>
<tr>
<th></th>
<th>Correlation coefficient ($R^2$)</th>
<th>Regression line (slope)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLSA vs LSA</td>
<td>0.999</td>
<td>0.698</td>
</tr>
<tr>
<td>NLSA vs LSA with prior from ROI</td>
<td>0.996</td>
<td>0.784</td>
</tr>
<tr>
<td>NLSA vs LSA with prior from voxel</td>
<td>0.999</td>
<td>0.557</td>
</tr>
<tr>
<td>NLSA vs LSA with MAP estimator</td>
<td>0.993</td>
<td>0.790</td>
</tr>
</tbody>
</table>

Table 5.13: Table of statistics (Pearson’s value $R^2$ and slope of the fitted regression line) for the NLSA versus the four methods tested

It is now possible to make some observations based on the results just presented. All the methods proposed underestimate the value of this parameter of interest but, even so, it is important to notice that they show results that are comparable and in agreement with the expectation (the regional distribution of $V_d$ was consistent with known 5-HT$_{1A}$ receptor distributions (Gunn et al., 1998)). Looking at the coefficient of correlation, the best method is the one with prior from voxel, but at the same time it is the one with slope furthest from unity. The other two methods show similar results, even if the parametric map of the method with prior from ROI seems the more consistent.

Fits and weighted residuals

Our goal is to evaluate the goodness of the methods proposed and this can be achieved also analyzing the fits that each method present for the data. To compare the fits, the best choice is to plot all the curves, referring to the same voxel, in one figure (as seen in Figures 5.21) and showing the correspondent weighted residuals together in another figure (see Figures 5.22). The figures presented here are representative for a voxel representative of cluster 1, the results for the other clusters are presented in Appendix A.
5.2. RESULTS COMPARISONS

Figure 5.21: Fits for all the methods tested for the voxel selected as representative of the cluster 1

(a) Weighted residuals for LSA standard. (b) Weighted residuals for LSA with prior from ROI.

(c) Weighted residuals for LSA with prior from voxel. (d) Weighted residuals for LSA implemented with MAP estimator.

Figure 5.22: Weighted residuals for all methods tested on this voxel representative of cluster 1.
Evaluating the comparisons of these results indicates that the method that makes use of the MAP estimator is the one that presents the worst fits. This behavior is confirmed reviewing the weighted residuals. In fact, thinking that the residuals are an estimate of measurement error, if the model (structure plus numerical value of the parameters) is "good" it is logical to expect that the residuals are consistent with the statistical properties of the measurement error. This means they should have zero mean, they should be uncorrelated (alternatively positive and negative) and they should have amplitude between $-1$ and $1$. This is primarily true for all the methods, except for the method LSA with MAP estimator where, for some clusters, it presents residuals that are correlated.

**WRSS and AIC**

The final parameters used in this study to compare the proposed methods are WRSS (see Eq. (2.22)) and AIC (see Eq. (2.28)). The first can be considered as the weighted error between the observed and predicted value for each sample time. Therefore it is a number that represent the information given visually by the weighted residuals. The second is a parsimony criterion that can be useful to understand which method gives the best balance between accuracy and complexity of the model. The smaller its value, the better results in terms of no information loss when it is used. These parameters, shown in Table 5.14 and in Table 5.15, are calculated as medium values of all those belonging to each cluster and then as mean value of all voxel within the mask.

The standard deviations calculated for each value refer to the variability within the cluster and within the whole brain. The results confirm what was already shown with the plots of the fits and the weighted residuals, i.e. the method that uses the MAP estimator gives the worst description of the data (its WRSS are higher than the others).
### Table 5.14: Table of WRSS for the method used as a reference and the new methods proposed

<table>
<thead>
<tr>
<th>Belonging cluster</th>
<th>LSA ± σ</th>
<th>LSA with prior from ROI ± σ</th>
<th>LSA with prior from voxel ± σ</th>
<th>LSA with MAP estimator ± σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>61 ± 30</td>
<td>66 ± 30</td>
<td>64 ± 30</td>
<td>75 ± 31</td>
</tr>
<tr>
<td>2</td>
<td>43 ± 21</td>
<td>46 ± 21</td>
<td>45 ± 21</td>
<td>56 ± 24</td>
</tr>
<tr>
<td>3</td>
<td>72 ± 32</td>
<td>75 ± 32</td>
<td>77 ± 33</td>
<td>87 ± 36</td>
</tr>
<tr>
<td>4</td>
<td>37 ± 18</td>
<td>40 ± 18</td>
<td>39 ± 18</td>
<td>49 ± 20</td>
</tr>
<tr>
<td>5</td>
<td>26 ± 12</td>
<td>28 ± 12</td>
<td>28 ± 12</td>
<td>36 ± 15</td>
</tr>
<tr>
<td>6</td>
<td>19 ± 10</td>
<td>21 ± 10</td>
<td>21 ± 10</td>
<td>26 ± 11</td>
</tr>
<tr>
<td>7</td>
<td>53 ± 26</td>
<td>56 ± 26</td>
<td>55 ± 26</td>
<td>65 ± 28</td>
</tr>
<tr>
<td>8</td>
<td>54 ± 24</td>
<td>59 ± 25</td>
<td>57 ± 24</td>
<td>69 ± 28</td>
</tr>
<tr>
<td>Whole Brain</td>
<td>45 ± 26</td>
<td>49 ± 27</td>
<td>48 ± 26</td>
<td>58 ± 30</td>
</tr>
<tr>
<td>Belonging cluster</td>
<td>LSA ± σ</td>
<td>LSA with prior from ROI ± σ</td>
<td>LSA with prior from voxel ± σ</td>
<td>LSA with MAP estimator ± σ</td>
</tr>
<tr>
<td>-------------------</td>
<td>------------</td>
<td>-----------------------------</td>
<td>-------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>1</td>
<td>100 ± 11</td>
<td>100 ± 11</td>
<td>99 ± 11</td>
<td>105 ± 10</td>
</tr>
<tr>
<td>2</td>
<td>92 ± 11</td>
<td>92 ± 11</td>
<td>91 ± 11</td>
<td>99 ± 10</td>
</tr>
<tr>
<td>3</td>
<td>103 ± 11</td>
<td>104 ± 11</td>
<td>103 ± 11</td>
<td>109 ± 10</td>
</tr>
<tr>
<td>4</td>
<td>88 ± 11</td>
<td>89 ± 10</td>
<td>88 ± 10</td>
<td>96 ± 9</td>
</tr>
<tr>
<td>5</td>
<td>81 ± 11</td>
<td>81 ± 10</td>
<td>81 ± 10</td>
<td>88 ± 9</td>
</tr>
<tr>
<td>6</td>
<td>72 ± 12</td>
<td>73 ± 12</td>
<td>73 ± 11</td>
<td>81 ± 10</td>
</tr>
<tr>
<td>7</td>
<td>97 ± 11</td>
<td>96 ± 11</td>
<td>96 ± 11</td>
<td>102 ± 10</td>
</tr>
<tr>
<td>8</td>
<td>97 ± 11</td>
<td>97 ± 11</td>
<td>97 ± 11</td>
<td>103 ± 10</td>
</tr>
<tr>
<td>Whole Brain</td>
<td>92 ± 13</td>
<td>92 ± 13</td>
<td>92 ± 13</td>
<td>98 ± 12</td>
</tr>
</tbody>
</table>

Table 5.15: Table of AIC for the method used as a reference and the new methods proposed
Chapter 6

Discussion

In the previous chapter (Chapter 5) we presented the results found with the I/O models, both the existent ones (linear and non linear Spectral Analysis) and the new methods proposed (LSA with prior from ROI, LSA with prior from voxel, LSA with MAP estimator). In this chapter the goal is to explain the strengths and weaknesses of all these methods.

- **NLSA:**
  The non-linear approach used in the analysis at voxel level is not appropriate since it requires computational time that is too high and there are problems of failure rate caused by the high noise that characterizes the curves of activities specific for each voxel. In fact, due to noise, the estimator is not able to converge and generates values of the parameters inappropriately.

- **LSA:**
  The linear analysis rectifies to the limitations just listed, not presenting any outliers and having a limited computing time. In turn, it introduces other problems. It remains in fact very sensitive to noise and provides results heavily dependent on the starting grid provided.

The goal of this thesis was to propose methods that remedy the limitation presented above of these existent methods. The proposed solutions are all linear and designed in such a way to make more robust the solution provided by this type of methods and as close as possible to the solution provided by the non-linear ones.

- **LSA with prior from ROI:**
  The results obtained with this method demonstrate a problem: using as inputs the results obtained by the NLSA method implemented on the ROI TACs, which mean to curves of activity characterized by a good
signal to noise ratio, the precision of estimates that are obtained have values very low. This is generally a very positive aspect, but has a negative impact on our results. This happened because we built the Gaussian with medium equal to the values of model parameters and standard deviation equal to the parameter estimates themselves. Having very good estimates, the Gaussians are generated with values very concentrated around the mean. This is found in the results where the parameters tend to take the limit values of the Gaussian, as if trying to have values lower or higher respectively. This effect is very evident in the first of the two Gaussians, since, working on small values (around 0.01), it is more affected by the low standard deviation. The results provided are still very good, both in terms of fit and then weighted residuals, and in terms of macro-parameter of interest (the volume of distribution). This method appears more robust in terms of number of given components and therefore less sensitive to noise than the LSA.

- **LSA with prior from voxel:**

  This method does not present the same problem as the previous one. In fact the grid constructed according to the idea of analyzing the distribution of values on the grid of used by the LSA, in order to create a specific grid which respects the typical aspects of it, covers a good range of values. In this case, however, there is a slight underestimate of the value of the parameter of interest (the volume of distribution). One limitation of this technique may be the use of the same grid for all voxels inside the mask, without distinction of their belonging to different ROIs. Since the TACs identified for the different regions of interest have values of the parameters that are also quite different, it might be wise to evaluate a solution taking account of these differences, thus creating different grids for different ROIs.

- **LSA with MAP estimator:**

  The last method provided the worst results in terms of adherence of the model to the data in question, even if it has supplied values of volume of distribution that were very good. A possible explanation for these results is due to the choice of the critical parameter, the cutoff which is used as the value for identifying the two components in the kinetics of the tracer and then to rebuild them as sums of convolution integrals. In the method investigated, this value is identified by analyzing the distribution of in the whole brain in which we clearly distinguish two Gaussian distributions. Once extrapolated, the value of the minimum between the two distributions is used to reconstruct the two components. A different choice of this parameter, considering such distributions in terms of ROI instead of the whole brain, may provide different values of the cutoff.
and consequently different results in estimates of the parameters that best describe the TACs at voxel level.

All proposed methods require running the data analysis twice. Then, in spite of good results, this is something that must not be underestimated. It must be said that they are all linear methods and thus do not require high computational time, but this is still an evaluation that has to be done case by case. After analyzing the results and making all these observations it can be said that the proposed methods do not introduce substantial improvements to the linear SA currently in use.
Chapter 7

Conclusions and future developments

In the analysis of models in which one considers the plasma function operating as input, one can refer to a data-driven approach that takes the name of Spectral Analysis. It was showed that this method has two major problems: noise sensitivity and the high dependence of the goodness of the results from the grid. For this reason, and starting from the purpose of wanting to make more robust this method, four alternative methods have been proposed, only three of which were actually implemented since the first proved to be inadequate. Aware that the choice of the grid can be fundamental in these types of analysis, our work has focused on developing a new way to define it. Once these grids were obtained our goal became the study of the results provided in order to understand if they were physiologically correct and if they obtained better results compared to existent methods.

The tracer used for this work is $^{11}$C WAY100635, which is a selective antagonist with affinity and selectivity for serotonin 5–HT$_{1A}$ receptors. The analysis of the tracer was performed both at region of interest level and at voxel level and, to extract the useful information from the data, different approaches were used (linear and non linear Spectral Analysis). These input-output techniques were used both to quantify some variables of interest and, especially, to have models on which basing our comparison to understand whether the methods proposed were correct. The non linear approach gave good results for the voxel where the convergence of the global optimum were not problematic, but the computational cost was really high and the failure rate was more than 50%. The linear SA approach instead, gave good results on all data, giving a good description of the data and values of the variables of interest with physiological meaning. But, as previously stated, we observed that the use of a fixed $b$ grid and the presence of noise created some problems to this approach too, i.e. double lines close to the real value.

The first method evaluated (LSA with prior from ROI) extrapolates in-
formation from a preliminary nonlinear analysis performed at ROI level to generate a grid that has distribution densely distributed around the values that we expect as the parameter of the model. This is based on the concept that the parameter estimates derived at ROI level are representative of the expected model parameters’ values of the voxels composing the ROI itself. The second method instead (LSA with prior from voxel) performs a first analysis based on the LSA and with the results obtained in terms of distribution of $b$ values on the grid, generates a new grid that reflects the truly distribution assumed by $b$. The third proposed method (LSA with MAP estimator) follows a slightly different path: run first an LSA analysis and analyze the point that separates the two Gaussian distributions of $b$. Then obtains these two component separately as sums of the integrals of convolution from zero to the cutoff value and from the cutoff value onwards. Finally, it implements an MAP estimator for each of the two curves obtained, using as prior the information obtained from the non linear analysis made at ROI level.

The results of these three methods, physiologically speaking, are correct but they don’t improve the results of the existent linear SA method. The third method, even if it provided values of distribution volume macro-parameter correlated with the physiological information about the selective distribution of $5-HT_1A$ receptors within the brain, was the method that provided the worst fits of the data. Instead the first and the second methods proposed, presented precise concordance with the results of LSA, both in terms of distribution volume and of fits of the data. One problem observed in the first method was due to the low value of the standard deviation obtained from the non linear analysis at ROI level. This is not a problem generally speaking since a low SD indicates a good estimate of the parameters, but in our study it resulted in a grid too concentrated around the two mean values. This implied values too near one to the other, showing that the parameters estimated tended to assume the two values of the bounds, as if they were trying to find a lower and a higher value respectively. Despite this, methods one and two are those that demonstrated behavior, generally speaking, closer to the one presented by the linear SA. Evaluating all the results and the performance of the various methods proposed, the preferred method to obtain a grid that is specific for the case under examination is the linear method that constructs a prior starting from the non linear analysis executed at ROI level.

Further studies, involving a larger number of subjects and different types of tracers, are required to confirm the reliability of these methods. Moreover, noting the good performance obtained it would be of interest to test these methods modifying the critical parameter chosen for each method. For example in the first method should be interesting to maintain the same idea of constructing the grid with Gaussian distributions, but find a way to enlarge their standard deviation. For the second method, it would be interesting to evaluate the distribution of $b$ not at level of the whole brain but at ROI level, in order to obtain a more specific grid. For the last method, the critical value
is the $b$ of cutoff, so it would be interesting to evaluate changes between the different regions of interest and determine if a different choice of it for each ROI can affect the results.
Appendix A

In this appendix are shown the results, in terms of fits (see Figures A.1, A.3, A.5, A.7, A.9, A.11, A.13) and weighted residuals (see Figures A.2, A.4, A.6, A.8, A.10, A.12, A.14), for the same voxel chosen as representative of each cluster in Chapter 5.
Figure A.1: Fits for all the methods tested for the voxel selected as representative of the cluster 2.

(a) Weighted residuals for LSA standard. (b) Weighted residuals for LSA with prior from ROI.

(c) Weighted residuals for LSA with prior from voxel. (d) Weighted residuals for LSA implemented with MAP estimator.

Figure A.2: Weighted residuals for all methods tested on this voxel representative of cluster 2.
Figure A.3: Fits for all the methods tested for the voxel selected as representative of the cluster 3

(a) Weighted residuals for LSA standard. (b) Weighted residuals for LSA with prior from ROI.

(c) Weighted residuals for LSA with prior from voxel. (d) Weighted residuals for LSA implemented with MAP estimator.

Figure A.4: Weighted residuals for all methods tested on this voxel representative of cluster 3.
Figure A.5: Fits for all the methods tested for the voxel selected as representative of the cluster 4

(a) Weighted residuals for LSA standard. (b) Weighted residuals for LSA with prior from ROI.

(c) Weighted residuals for LSA with prior from voxel. (d) Weighted residuals for LSA implemented with MAP estimator.

Figure A.6: Weighted residuals for all methods tested on this voxel representative of cluster 4.
Figure A.7: Fits for all the methods tested for the voxel selected as representative of the cluster 5

(a) Weighted residuals for LSA standard. (b) Weighted residuals for LSA with prior from ROI.

(c) Weighted residuals for LSA with prior from voxel. (d) Weighted residuals for LSA implemented with MAP estimator.

Figure A.8: Weighted residuals for all methods tested on this voxel representative of cluster 5.
Figure A.9: Fits for all the methods tested for the voxel selected as representative of the cluster 6

(a) Weighted residuals for LSA standard. (b) Weighted residuals for LSA with prior from ROI.

(c) Weighted residuals for LSA with prior from voxel. (d) Weighted residuals for LSA implemented with MAP estimator.

Figure A.10: Weighted residuals for all methods tested on this voxel representative of cluster 6.
Figure A.11: Fits for all the methods tested for the voxel selected as representative of the cluster 7

(a) Weighted residuals for LSA standard. (b) Weighted residuals for LSA with prior from ROI.

(c) Weighted residuals for LSA with prior from voxel. (d) Weighted residuals for LSA implemented with MAP estimator.

Figure A.12: Weighted residuals for all methods tested on this voxel representative of cluster 7.
Figure A.13: Fits for all the methods tested for the voxel selected as representative of the cluster 8.

(a) Weighted residuals for LSA standard.

(b) Weighted residuals for LSA with prior from ROI.

(c) Weighted residuals for LSA with prior from voxel.

(d) Weighted residuals for LSA implemented with MAP estimator.

Figure A.14: Weighted residuals for all methods tested on this voxel representative of cluster 8.
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